Spatially resolved structural order in low-temperature liquid electrolyte


Determining the degree and the spatial extent of structural order in liquids is a grand challenge. Here, we are able to resolve the structural order in a model organic electrolyte of 1 M lithium hexafluorophosphate (LiPF6) dissolved in 1:1 (v/v) ethylene carbonate:diethylcarbonate by developing an integrated method of liquid-phase transmission electron microscopy (TEM), cryo-TEM operated at −30°C, four-dimensional scanning TEM, and data analysis based on deep learning. This study reveals the presence of short-range order (SRO) in the high–salt concentration domains of the liquid electrolyte from liquid phase separation at the low temperature. Molecular dynamics simulations suggest the SRO originates from the Li1−(PF6−)n (n > 2) local structural order induced by high LiPF6 salt concentration.

INTRODUCTION

Understanding structural order across a multitude of length scales is central to controlling the physical properties of materials. Atomic correlations in many amorphous solids are found in the short-range order (SRO) regime of less than 5 Å. Mounting experimental evidence has confirmed the existence of SRO and its strong influence on electrical conduction (1–3), ion transport (4, 5), mechanical strength (6–8), and crystallization processes (9, 10). However, although direct imaging of the SRO using transmission electron microscopy (TEM) has been realized in solids (1, 8, 9), its observation in liquids at comparable spatial scales has not been achieved despite the structural order being observed in liquids using x-rays over many decades ago (11). The challenge is, in part, due to the high sensitivity of the liquid to the electron beam and weak scattering from low–atomic number elements that typically constitute the liquids (see fig. S1) (12). To date, investigating the structure of liquids is still limited to scattering measurements averaged over relatively large volumes of material (13, 14). The lack of information on the degree and spatial extent of the structural order in liquids hinders elucidation of the microscopic structures and of the formation conditions of SRO, which often influence critical processes in liquid solutions such as nucleation, self-assembly, and phase separation especially at thermochemical nonequilibrium states (15, 16).

Liquid electrolytes in Li-ion batteries represent one important class of materials whose macroscopic properties are closely related to the microscopic structures of its components, i.e., salt ions and solvent molecules (17). For instance, in high–salt concentration electrolytes, salt cations and anions tend to associate to a high degree and form superstructures such as aggregates, thereby improving interfacial stability and Coulombic efficiency; this superstructure also leads to the lowered ionic conductivity and increased viscosity that are similar to the low-temperature performance of Li-ion battery below 0°C (18–20). These findings highlight the need to understand the structural order at the molecular level and its spatial extent at the mesoscale. Furthermore, the formation conditions of structural order are essential for rational design of functional electrolytes under various working conditions (4, 21). The ability to characterize the underlying structure of liquid electrolytes at high spatial resolution is crucial for elevating future battery performance.

Direct imaging of the structural order of volatile liquid systems has not been achieved, arising from a number of technical challenges. Conventional techniques such as atomic force microscopy were used to estimate the local orientational order on the surface of an electrolyte as a function of salt concentration (22). The structural order in the form of aggregates was also demonstrated using x-ray and neutron scattering methods. From these scattering methods, the radial distribution function (RDF) suggested that the characteristic correlation length was less than a few angstroms (23, 24). Raman spectroscopic and nuclear magnetic resonance techniques have frequently been used to reveal the structural evolution as a function of temperature and salt concentration (25). However, the evidence is mostly inferred from a relatively large sample volume and lacks spatial resolution on the nanometer scale. The emerging four-dimensional scanning TEM (4D-STEM) technique that uses a highly controllable convergent beam has recently revealed structural order in solids at the level of molecules and nanoscale domains (26–28). Nonetheless, it has not been introduced to liquid samples despite the sufficient scattering efficiency and spatial resolution in principle. Moreover, cryo-TEM has become an important technique for investigating aqueous materials at high resolution by rapidly freezing the pristine structure of the material from ambient conditions (29, 30). However, ideally, one would want to...
image the organic electrolyte in the native “wet” state instead of merely the quenched solid at a temperature set by the cryogen (−180°C for liquid nitrogen (LN₂)) to allow simultaneous access to the liquid and solid phases and avoid potential structural changes during the vitrification process (31, 32). Toward this end, we have developed an integrated experimental method depicted in Fig. 1A to measure structural order in liquid electrolytes at low temperatures that is relevant to battery applications. Using the heating capability of a cryo-TEM holder, we have achieved temperatures from −170° to −5°C by balancing cryogen cooling with Joule heating (table S1). Organic liquids typically exhibit a liquid state at a wide range of temperatures, and this technique allows the liquid electrolyte to maintain the liquid phase. A secondary benefit to the reduced temperature is that electron beam damage is mitigated because of the reduced diffusion of beam ionization products (12). We then applied liquid-phase TEM techniques to maintain the volatile liquids under vacuum. Now, most liquid cell experiments are based on imaging with mass thickness and/or phase contrast, requiring a large input radiation dose (33). However, a large radiation dose is incompatible with radiation-sensitive materials, such as organic liquids, even at low temperatures. Furthermore, organic electrolytes have weak contrast for real-space imaging; the reciprocal space RDF measurements acquired in this work made efficient use of the incident electron dose. Therefore, by combining with the 4D-STEM technique, a series of 2D diffraction patterns was acquired from a set of 2D scanning positions with a spatially localized electron probe (~2 nm in diameter) to minimize beam damage (27).

RESULTS
The model organic liquid for this study is the widely used commercial electrolyte 1 M lithium hexafluorophosphate (LiPF₆) dissolved in 1:1 (v/v) ethylene carbonate (EC) and diethyl carbonate (DEC) (1 M LiPF₆ in 1:1 EC:DEC). Approximately 1 μl of 1 M LiPF₆ in 1:1 EC:DEC was loaded into a carbon-film liquid cell, forming a thin liquid layer sandwiched between two thin carbon membranes. After mounting the liquid cell on a Gatan 636 cryo-holder and loading it into the TEM, the temperature of the liquid specimen was stabilized at −30°C, allowing the liquid to reach the designated equilibrium phase (fig. S3). A high-angle annular dark-field (HAADF) STEM image of the 1 M LiPF₆ in 1:1 EC:DEC with biphasic equilibria is shown in Fig. 1B. The inset shows a selected area diffraction pattern obtained from the bright region, confirming the expected existence of crystallized EC at this temperature (fig. S3) (34). According to the phase diagram, the rest of the dark domain likely remained in the liquid state (35), and a higher-resolution HAADF-STEM image from the dark area surrounded by solid EC showed at least two phases with different contrast (Fig. 1C). However, a single HAADF-STEM image is insufficient to determine the structure or composition of these phases.

To extract the accurate structural information, we performed 4D-STEM measurements in the liquid domain marked with a white dotted rectangle shown in Fig. 1C. Figure 1 (D to F) shows a representative subset of diffraction patterns acquired at the probe positions (marked with purple, orange, and blue boxes). A fraction of the diffraction patterns (purple box) indicates long-range order from the crystalline structure, which was not apparent in the low-resolution HAADF-STEM images. These lattice reflections always occur within the regions that exhibit brighter contrast in HAADF-STEM image. In contrast, the two remaining types of patterns (marked orange and blue boxes) both exhibited three diffusive rings centered at \( q_1 = 0.23 \) Å⁻¹, \( q_2 = 0.45 \) Å⁻¹, and \( q_3 = 0.82 \) Å⁻¹, which imply their similar disordered structures despite the apparent contrast in HAADF-STEM images (fig. S4). Note that the faint halos are similar to the diffraction pattern from quenched 1 M LiPF₆ in 1:1 EC:DEC electrolytes previously presented, which supports the hypothesis that it is a noncrystalline state (29).
However, diffraction patterns from the two regions are very similar, which hinders measurements of subtle structural differences. Thus, we used a deep learning classification process to classify each radial sum of diffraction patterns (detailed in Materials and Methods). Three structurally distinct phases were identified in Fig. 2 (A to E). Phase I represents the strongly diffracting crystalline regions with discrete lattice reflections. These peaks are identified as trigonal LiPF$_6$ polycrystals with grain size of $<$50 nm via automatic indexing methods (fig. S5 and Materials and Methods) (36). Phases II and III are differentiated on the basis of the first sharp diffraction peak corresponding to scattering at $q_1 = 0.23\ \text{Å}^{-1}$; we found it statistically narrower and of higher amplitude in the radial intensity profile of class II. Figure 2F shows the reconstructed phase map. While phases II and III are separated and spatially extended up to micrometer, phase I is found to be embedded in phase II. This is consistent with the reconstructed virtual dark-field image shown in Fig. 2G, in which the brightness is a function of scattered intensity. Therefore, we believe the contrast in brightness of the two amorphous phases shown in Fig. 1C manifested because of a difference in structural order, as revealed by the scattering intensity of the $q_1$ ring in phases II and III.

The apparent liquid-liquid separation of phases II and III is unexpected and in contrast to the common assumption that liquid electrolytes are homogeneous. Although several studies have implied that such anomalous phenomena is a dense liquid phase in a saturated solution or at supercooled regime, it has not been structurally characterized down to the nanoscale (15, 16). Dense liquid phase is now regarded as the possible precursor to crystalline phases (37). As all the LiPF$_6$ polycrystals are observed within phase II shown in Fig. 2F, we hypothesize that phase II is the dense liquid phase before the LiPF$_6$ precipitation due to the decrease of solubility upon cooling. In other words, phase II should contain a higher density of LiPF$_6$. In this regard, the increased brightness of phase II in Fig. 1C may be attributed to the increased density. However, it does not account for the increased first sharp diffraction peak intensity of phase II in comparison with phase III. The presence of a dense liquid phase is consistent with our theoretical calculations.

The concept of first sharp diffraction peak has been known as the signature for qualitative analysis of the structural ordering, of which position and intensity indicate the molecular-scale architectures and degree of the ordering, respectively, such as the SRO in glasses and polymers (38, 39). The first sharp diffraction peak of phases II and III located at $q_1 = 0.23\ \text{Å}^{-1}$ is equal to a correlation length of 4.34 Å. Such a large distance indicates a structural ordering extending beyond the nearest neighbor atom in the electrolyte (table S1). In addition, although it is tempting to believe that the increased intensity of the first sharp diffraction peak of phase II is the direct indication of SRO, it could not rule out other effects arising from the variation of thickness and density across the sample.

To gain further insight into the structural differences of the two phases, low-dose spectroscopic mapping by electron energy-loss spectroscopy (EELS) mapping was performed at $-30^\circ\text{C}$ [Fig. 3 (A to E) and Materials and Methods]. By analyzing the fine structure of the carbon K-edge, we observe distinct C–H bonds at 287 eV and C=O bonds at 291 eV, in agreement with the bonding environment of the DEC-based electrolyte (29). The uniform spatial distribution of the carbon elemental map, constructed by summing the carbon K-edge at each probe position across the dark and bright regions, rules out substantial changes of sample thickness of the organic liquid. In addition, the spectroscopic maps of lithium and fluorine are in accordance with the hypothesis of dense liquid phase as both lithium K-edge and fluorine K-edge, implying a higher concentration of LiPF$_6$ within the brighter region. The bright region was found to have approximately two to four times higher lithium concentration than that of the dark domain (fig. S6). Although lithium does not scatter heavily and would not contribute to the HAADF-STEM intensity, the spatial distribution of these elements in general agrees with the HAADF-STEM intensity in Fig. 3B, suggesting their correlations with the intensity of the $q_1$ diffraction ring. Although in-depth quantitative analysis cannot be conducted because of the low signal-to-noise ratio of the EELS signal and the difficulty of performing STEM-EELS and 4D-STEM on the same regions due to beam damage, the findings are consistent with the hypothesis that phase II is a dense liquid phase with LiPF$_6$ possibly close to the saturated concentration level for precipitation. Thus, we conclude that the increased first sharp diffraction peak intensity results from

---

Fig. 2. Deep learning analysis of 4D-STEM datasets. (A) Sample diffraction patterns in a 150 x 150 pixel 4D-STEM dataset. Each shown diffraction pattern is a sum of 10 x 10 diffraction frames to improve contrast for publication. (B to D) Example diffraction patterns from the location marked with blue, orange, and purple boxes. (E) A visualization of the radial sum. To show features, what is shown is a sum of 100 diffraction patterns, although the treatment treats each frame separately, preserving the 10-nm step size. Three phases were classified by the neural network model. Phase I (purple) represents the crystalline phases, in which the black arrows marked the corresponding Bragg peaks of LiPF$_6$. Phase II (orange) and phase III (blue) are from the diffraction patterns with amorphous rings, which correspond to the bright and dark regions, respectively. The black arrow in phase II indicates the stronger scattered intensity at 0.23 Å$^{-1}$, arb. unit, arbitrary unit. (F) A reconstructed phase mapping based on three phases. (G) A reconstructed virtual dark-field image measuring the brightness of an annular ring shows identical morphologies to the phase mapping. Scale bar, 250 nm.
stronger order in phase II at short-range regime with a correlation length of 4.3 Å.

To understand the structural origin and the formation mechanism of SRO in the high-concentration electrolyte, we performed molecular dynamics (MD) simulations of 1 and 4 M LiPF$_6$ in DEC solutions (see details in Materials and Methods). The resulting overall molecular structures show a qualitative difference between these two concentrations, namely, the prevalence of SRO structures in the 4 M solution and the lack thereof in the 1 M solution (Fig. 4A), in agreement with the experimental findings. The characteristic length of SRO $\text{R}_{\text{SRO}}$ = 4.2 Å, corresponding to the first sharp diffraction peak at 0.23 Å$^{-1}$, matches the mean distance of the first peak in the P-F RDF (Fig. 4B and fig. S7). This result suggests that a particular spatial arrangement of neighboring PF$_6$$^-$ ions is responsible for the SRO formation in the 4 M solution. Further analysis reveals that nearly all PF$_6$$^-$ anions are directly linked with one or more Li$^+$ ions in the 4 M solution, forming contact ion pairs (CIPs) and aggregates (Fig. 4C), consistent with previous findings for high-concentration salt solutions (40–42). These solvation structures are distinguished by ordering on two different length scales. Over short distances (<1 nm), the strong P-F correlations at 4.2 and 6 Å (Fig. 4B) are due to the neighboring pair of PF$_6$$^-$ ions within the same Li$^+$PF$_6$$^-$$_n$ ($n > 2$) structural unit (Fig. 4C). Such units are found in 76% of the Li$^+$ primary solvation shells in the 4 M solution, in which most of $n = 2$ units and almost all $n = 3$ and $n = 4$ units contain SRO (Fig. 4D and fig. S7). Over longer length scales (>1 nm), multiple Li$^+$PF$_6$$^-$$_n$ units are connected and repeated in space to form polymer-like aggregates with lengths reaching nanometers and containing up to ~200 Li$^+$ and PF$_6$$^-$ ions, respectively (Fig. 4C and fig. S8). In contrast, in the 1 M solution, 70% of Li$^+$ ions are fully solvated by four DEC molecules, and most of the remaining Li$^+$ (20%) are coordinated with three DEC molecules and one PF$_6$$^-$ ion, forming individual CIPs (fig. S7). Additional MD simulations of LiPF$_6$:DEC with various salt concentrations indicate that the onset of SRO occurs at around 1.9 M. Furthermore, the P-F correlation does not change qualitatively under room temperature compared with under $T = 240$ K (fig. S9). These findings highlight the direct connection between the Li$^+$PF$_6$$^-$$_n$ ($n > 2$) units and the SRO in the electrolyte and the importance of high salt concentration as a necessary condition for the emergence of such units.

The potential of mean force (PMF) of salt ion separation provides a more quantitative picture of the ion cluster formation process in regular- and high-concentration electrolytes. As shown in fig. S10, the ionic binding between Li$^+$ and PF$_6$$^-$ is more thermodynamically favorable in 4 M LiPF$_6$ in DEC solution (~1.20 kcal/mol) than in 1 M solution (~0.88 kcal/mol), as fewer DEC molecules produce weaker screening of electrostatic attractions between the counterions. This leads to a preference for forming CIPs over solvent-separated ion pairs in the 4 M solution, as indicated by the lack of a well-defined second valley in the Li-P PMF. This behavior is in contrast to the 1 M solution, where a second valley around ~8 Å is discernible. The combined effect of the thermodynamic preference for CIP formation and the dense population of salt ions in the 4 M solution eventually leads to a cascade of PF$_6$$^-$Li$^+$PF$_6$$^-$ bonding, which is the chemical basis of aggregate formation. The Li$^+$PF$_6$$^-$$_n$ ($n > 2$) units found in the 4 M solution serve as the building blocks of such aggregates, which can be seen as the precursors of crystalline LiPF$_6$ precipitates, where each Li$^+$ ion octahedrally coordinates with six PF$_6$$^-$ ions.

**DISCUSSION**

The observation of SRO in high-concentration electrolytes may define a series of macroscopic parameters such as ion ionic conductivity, ionic transport mode, and viscosity. The phase separation can be a potential design principle of improved electrochemical performance including interphase stability (43, 44). For example, a biphase electrolyte can have one phase with high reactivity toward an electrode, which produces a known, functional, and passivating interface combined with another phase with lower reactivity and higher conductivity (45). As another example, some of the high-concentration electrolytes such as the water-in-salt electrolytes have shown not only beneficial interfacial reactivity, increasing the effective voltage window of water battery systems by more than 1 V, but also prevalence of nanodomains with an unexpectedly high Li conductivity and transference number due to the existence of “Li-solvent freeways” within a matrix of high anion domains (46). Beyond that, the approach using liquid-phase 4D-STEM techniques with machine learning data analysis could enable multiscale structural characterization of phase transitions in liquid and perhaps address the mystery of solid-liquid interface on the microsporic level.

**MATERIALS AND METHODS**

**Materials and liquid cell fabrication**

Commercially available 1 M LiPF$_6$ in 1:1 EC:DEC (battery grade; Sigma-Aldrich) was used as received. Both are stored in argon-filled glove box (oxygen content less than 10 parts per million). Thin carbon film (10 nm, 400 mesh)-supported copper grids were purchased from Electron Microscopy Sciences. The fabrication of liquid cell was fabricated through a fast drop-casting method. Less than 1 µl of solution is first drop-casted on one of the carbon grids and then quickly sandwiched together with another.

---

**Fig. 3. STEM-EELS of 1 M LiPF$_6$ in 1:1 EC:DEC electrolyte at ~30°C. (A) ADF-STEM image of a representative region with liquid-liquid phase separation. Scale bar, 1 µm. (B to D) The EELS elemental mapping of the K-edge of carbon, fluorine, and lithium. Scale bars, 250 nm. (E) The corresponding STEM-EELS fine structures of the summed carbon K-edges from (B). Distinct carbon bonds are labeled. (F) The representative STEM-EELS fine structures of the lithium K-edges from the white box and white dotted box in (D), respectively.**

---
fresh carbon grid. The specimen was gently mounted on a Gatan 636 cryo-TEM holder.

**Cryo-TEM setup for various low temperatures**

Various low temperatures, from −180° to −5°C, were achieved by using the temperature controller with the Gatan 636 cryo TEM holder. The liquid cell specimen was loaded in the holder and inserted into the TEM at room temperature. The LN₂ dewar on the holder was filled with LN₂ to cool down the liquid cell specimen while sourcing enough current (0 to 0.75 Å) to drive the heating element in the tip of the TEM holder (table S1). Therefore, the sample temperature directly decreased from room temperature to the set temperature. Liquid cell specimen temperature is monitored by thermocouple located close to the specimen until it reached the targeted temperature at about 0.3°C/s, which takes about 15 min to stabilize at ±2°C. The drift rate is calculated to be about 3.2 Å/s from fig. S11, which changes the actual step size only slightly for the fast 4D-STEM measurement.

**TEM measurement**

All 4D-STEM measurements were carried out using a Gatan Orius charge-coupled device on a FEI TitanX microscope at 300 kV operated in miroprobe STEM mode. Convergence semi-angle α is set to be 0.48 mrad with camera length of 300 mm. The Gaussian-shaped probe size was measured to be 2 nm at full width at half-maximum (FWHM). We did not use beam stop to avoid masking any diffraction spots and do the realignment of the diffraction patterns (DPs) due to the shift of the beams during scan. Having a nonoverlapping small spot on the diffraction is preferred for later template matching because of the sharp difference of intensity contrast between spots and background.

After the liquid cell specimen stabilized at the targeted temperature, we carefully located the region of interest in STEM diffraction mode with fast acquisition time of ~0.5 s to minimize beam damage while having enough contrast, at which point we blanked the beam. The regions for 4D-STEM were determined semiblindly by moving the goniometer position with precise distance, for instance, 4 μm, to make sure that we are away from the damaged area. We then unblanked the beam followed immediately by launching the 4D-STEM acquisition process. 4D-STEM parameters were determined empirically to balance the signal-to-noise ratio on the diffraction pattern and the beam damage. We measured the probe size at FWHM to be approximately 2 nm. However, as the secondary electrons spread laterally, causing damage ahead of the probe, we used a step size of 10 nm to avoid destroying the next areas that had yet to be scanned. Acquisition time was set to be 50 ms, which is the fastest that our scripts can run the 4D-STEM acquisition. A step size of 10 nm was optimized to avoid damage from the previous scan position. However, we can estimate the electron dose \((e^- Å^{-2})\) on the specimen using a general approach by averaging the dose over the entire scanned area (26). The calculation of dose is 140 \((e^- Å^{-2})\) based on a beam current of 4.5 pA with a step size of 10 nm and acquisition time of 50 ms in this work. Typical HAADF-STEM images

---

**Fig. 4. Structural analysis of MD simulations.** (A) Snapshots of structural configuration of 1 M (left) and 4 M (right) LiPF₆ in DEC systems. Red, PF₆⁻ with SRO. Gold, PF₆⁻ with SRO. Li⁺ and DEC are hidden for clarity. (B) The P-F RDF. The first peak of the 4 M solution corresponds to the SRO. (C) A view of an aggregate containing 107 Li⁺ and 171 PF₆⁻, and three representative local structural units Li⁺(PF₆⁻)₀, Li⁺(PF₆⁻)₂, and Li⁺(PF₆⁻)₃ from the 4 M LiPF₆:DEC system. One possible SRO-containing PF₆⁻ pair is schematically marked with an arrow in each unit. Cyan, Li⁺. (D) Fraction of SRO-containing/total Li⁺(PF₆⁻)ₙ units in the 4 M LiPF₆:DEC system.
correspond to a dose of $10^3$ to $10^4 \, e^-/\text{Å}^2$, which are substantially higher than 4D-STEM measurements.

STEM-EELS measurements were acquired using a Gatan K3 direct-detection camera in the electron-counting mode using TEAM I at National Center of Electron Microscopy at Lawrence Berkeley National Laboratory under 300-kV electron beam. Characterization was performed with a C2 aperture of 50 μm, a probe current of 50 pA, a camera length of 400 mm, a pixel dwell time of 50 ms, and step size of 20 nm to minimize the beam damage and avoid destroying to the next areas that had yet to be scanned. EELS spectra were acquired with a high-resolution Gatan imaging filter (GIF Continuum 966) with a dispersion of 0.35 eV per channel. The electron dose applied during acquisition of the spectroscopic maps was below 500 $e^-/\text{Å}$ to avoid mass loss and fine structure change.

Data processing

The 4D-STEM data were processed using py4DSTEM to extract the diffraction spot positions (28). The shift of the diffraction pattern is one of the main concerns due to the large scanned field of view and was measured as a function of probe $x$ and $y$ positions. We centered each diffraction pattern by setting each unscattered center disks to the original position where $(K_x, K_y) = 0$. Shift-corrected central disk was used as a template for matching all the scattered Bragg disk positions.

We processed the diffraction data from each real-space pixel into intensity curves as a function of the distance to center, which includes most of the diffraction information and avoids some measurement noise. The longest distance to the center of the intensity curve was 256 pixels, half of the original resolution (512 pixels), which can be represented as a multidimensional vector input for the model. First, we used unsupervised learning (here, $K$-means) to cluster the intensity curves with an estimate number of groups. Then, we randomly stratified a manageable sized group of pixels including all clusters ($\sim 1\%$ of total 22,500 diffraction patterns) and manually labeled them on the basis of the original diffraction patterns and HAADF-STEM measurements by three researchers. The differentiated group size should be slightly fewer than the variable $K$, which is designed to avoid missing much structural information in the labeled data. If not, the process needed to restart from the clustering with a larger estimate for the groups number ($K$). The classified data were used as the training and validation data for a multiple-layer neural network model, and the trained model then classified the rest of the intensity curves. This method can be applied to multiple images of the same materials system at the same time, which results in less possibility of missing phases and enhanced overall classification efficiency by training one model for all images.

MD simulations

Classical MD simulations in this work were performed with the LAMMPS package (47). The all-atom optimized potentials for liquid simulations (OPLS-AA) force field (48) for LiPF$_6$ and DEC was used (49). The atomic partial charges of Li$_n$ and PF$_{6-n}$ are scaled down by a factor of 0.8 to account for dielectric screening effect in DEC (50). For the 1 and 4 M LiPF$_6$:DEC systems, the initial random structures were generated using PACKMOL (51, 52). The 1 M LiPF$_6$:DEC system contains 1900 DEC molecules and 202 LiPF$_6$ molecules, and the 4 M LiPF$_6$:DEC system contains 1600 DEC molecules and 858 LiPF$_6$ molecules. For the LiPF$_6$:DEC systems presented in the Supplementary Materials, the molecule numbers range from 20 LiPF$_6$:380 DEC to 140 LiPF$_6$:260 DEC. The simulation protocol is as follows: energy minimization, equilibration at 500-K temperature for 1 ns in NVT ensemble, relaxation at 500 K for 1 ns in NPT ensemble, annealing to 240 K (300 K) for 2 ns in NPT ensemble, and equilibration at 240 K (300 K) for 5 ns in NPT ensemble. The production run was carried out at 240 K (300 K) temperature for 11 ns in NVT ensemble, of which the trajectories of the last 10 ns were used for data analysis. All the simulations used a time step of 1 fs and a pressure of 1 atm. The Nose-Hoover method is used to regulate the temperature and pressure, with a respective damping parameter of 0.2 and 1 ps.

The RDF $g(r)$ and the first solvent shell coordination numbers were calculated with the Python code MDAnalysis (53). The PMF was calculated directly from the time averaged RDF with the formula $PMF(r) = k_B T \ln<g(r)>$, where $k_B$ is the Boltzmann constant. The time averaging used snapshots taken every 50 ps to minimize time correlation effects. Structural analysis of salt ion clusters was carried out with custom code based on the breadth-first search algorithm, which iteratively searches for neighboring F atoms of Li$^+$ and neighboring Li$^+$ of F atoms within a cutoff of 2.5 Å. Visualization of MD snapshots and local SRO units was performed with OVITO and CrystalMaker (54).
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