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ABSTRACT: The development of next-generation polymer-based electrolytes for energy storage applications would greatly benefit from a deeper understanding of transport phenomena in these systems. In this Perspective, we argue that the Onsager transport equations provide an intuitive but underutilized framework for analyzing transport in polymer-based electrolytes. Unlike the ubiquitous Stefan–Maxwell equations, the Onsager framework generates transport coefficients with clear physical interpretation at the atomic level and can be computed easily from molecular simulations using Green–Kubo relations. Herein we present an overview of the Onsager transport theory as it applies to polymer-based electrolytes and discuss its relation to experimentally measurable transport properties and the Stefan–Maxwell equations. Using case studies from recent computational work, we demonstrate how this framework can clarify nonintuitive phenomena such as negative cation transference number, anticorrelated cation–anion motion, and the dramatic failure of the Nernst–Einstein approximation. We discuss how insights from such analysis can inform design rules for improved systems.

INTRODUCTION

Polymer-based electrolytes play a crucial role in a wide range of systems, including energy storage devices,1–5 membrane-based separation technology,6–9 and biological processes and applications.10–13 These materials include solid polymer electrolytes, which consist of salts dissolved in a high molecular weight polymer host, as well as polyionic systems, where one of the ions is incorporated into a polymer chain. The latter, typically called single-ion conductors, may be dry or include additional solvent to form either a gel or a fully dissolved polyelectrolyte solution.1,14 For the specific case of energy storage applications such as batteries, the adoption of polymer-based electrolytes is largely limited by the transport properties of these systems.1,15 Poor transport can result in additional overpotentials and detrimental concentration gradients that can limit the efficiency and rate capability of the device.16,17

The development of enhanced polymer-based electrolytes is contingent on a multifaceted understanding of the transport phenomena in these systems: we require both a continuum-level description of transport to predict macroscopic concentration and potential profiles and a molecular-level description to gain insight into the mechanisms governing transport. However, there often exists a disconnect between the techniques used at these two levels. Experimental results and finite-element models most commonly describe transport using the Stefan–Maxwell equations.17–19 While these equations are adequate for continuum-level modeling, interpretation of the Stefan–Maxwell transport coefficients at the atomistic level is challenging.20,21 Molecular simulations probe transport at the level of ion positions and velocities and thus offer detailed resolution into transport mechanisms, but it is not straightforward to generate Stefan–Maxwell coefficients from simulation trajectories.22,23

We argue that the Onsager transport equations provide a powerful framework for rigorously analyzing transport in electrolytes at both the continuum and molecular levels.23–28 These transport equations are written in terms of Onsager transport coefficients, Lij, which quantify correlations in ion motion and are directly accessible from molecular simulations. While this framework has thus far proven useful in a handful of electrolyte studies,29–34 its use is by no means common, particularly for polymer-based electrolytes. Given this opportunity to more effectively analyze transport in polymer electrolytes, the primary objectives of this Perspective are as follows: (i) We provide an overview of the Onsager transport equations, establishing how the Onsager transport coefficients Lij relate to molecular dynamics (MD) trajectories, experimentally measurable transport quantities, and the Stefan–Maxwell transport coefficients. (ii) We demonstrate the types of insights that can be obtained from analyzing ion transport...
through the lens of Onsager transport coefficients in polymer-based electrolytes. We emphasize cases in which ion correlations and the transport coefficients quantifying them can rationalize particularly counterintuitive transport phenomena, such as negative transference numbers, antcorrelated cation–anion motion, and the drastic failure of commonly used dilute solution approximations. In addition, we provide guidance on how these insights may be used to inform the design of improved systems. As ion correlations and transport coefficients can be probed most directly through molecular simulations, this Perspective focuses largely on studies employing atomistic and coarse-grained molecular dynamics, including our group’s previous work simulating poly electrolyte solutions as well as other investigators’ recent computational studies on transport in polymerized ionic liquids, ionomer melts, and solid polymer electrolytes. This text is not intended to provide a comprehensive review of the literature, and we refer the reader to several of the review articles on transport phenomena in polymer-based and small-molecule electrolytes published in recent years. Rather, our aim is that this Perspective will encourage more widespread adoption of transport coefficient analysis to ultimately enable the development of next-generation polymer-based electrolytes.

# THEORY OF ION TRANSPORT

Transport phenomena, whether it be for transport of mass, momentum, or heat, are most generally understood in terms of linear laws relating forces and fluxes within a system. One of the most familiar linear laws of transport behavior is Fick’s law of diffusion. Here, the thermodynamic driving force acting on species \(i\) is the gradient in concentration \(c_i\), which is linearly related to the flux of species \(i\) \(J_i\) via the diffusion coefficient \(D_i\):

\[
J_i = -D_i \nabla c_i 
\]  

(1)

The flux may be written in terms of the average velocity of species \(i\), \(v_i\), as \(J_i = c_i (v_i - v)\), where \(v\) is the mass-averaged (center-of-mass) velocity of the system. Equation 1 is only applicable to an ideal solution of uncharged particles.

To describe transport in electrolyte solutions, we must formulate linear laws analogous to eq 1 which account for solution nonideality (activity coefficients not equal to one), including electrostatic interactions and short-ranged chemical interactions between species. The Onsager transport equations capture these effects and provide a means of fully characterizing electrolyte transport:

\[
J_i = -\sum_j L_{ij} \nabla \mu_j 
\]  

(2)

We note several key differences between eq 2 and Fick’s law (eq 1). First, the thermodynamic driving force has been transformed from the gradient in concentration to the gradient in electrochemical potential, \(\mu_j\). The electrochemical potential incorporates effects from the chemical potential \(\mu_j\), which accounts for nonidealities, and the electric potential \(\phi\), such that \(\mu_j = \mu_j + z_j \varepsilon \Phi \phi\), where \(z_j\) is the charge valence of species \(j\) and \(\Phi\) is Faraday’s constant. We note that the electric potential \(\phi\) as defined herein is the result of an externally applied electric field \(E = -\nabla \phi\) and that the effects of microscopic potential gradients due to individual ion interactions and local dielectric heterogeneities are captured in the chemical potential \(\mu_j\). Second, whereas the right-hand side of Fick’s law (eq 1) includes only one term, the right side of the Onsager transport equations (eq 2) features a sum over all species \(j\) in the system. This sum captures interactions between different species, accounting for the fact that a gradient in electrochemical potential of species \(j\) may induce a flux of species \(i \neq j\). In electrolytes, where the electrostatic attraction between ions induces inherent correlations between different species’ motion, these cross-terms are significant. Because the Onsager transport equations capture cross-correlations, the transport coefficients can no longer be scalars such as \(D_i\). Rather, we obtain a matrix of transport coefficients, with one coefficient for each pair of species. These Onsager transport coefficients are called \(L^{ij}\). This theory will be applicable in the bulk of a well-mixed electrolyte; we refer the reader to the text by Kjelstrup and Bedeaux for a discussion of nonequilibrium thermodynamics in heterogeneous systems.

![Figure 1: Outline of the relationships between the Onsager transport coefficients and other aspects of transport.](https://dx.doi.org/10.1021/acs.macromol.0c02545)

Computing Transport Coefficients from Molecular Simulations. In general, transport coefficients are accessible from molecular simulations through Green–Kubo relations, which enable calculation of nonequilibrium transport properties from fluctuations at equilibrium. One familiar example is the relation for the self-diffusion coefficient:

\[
D_i = \frac{1}{3} \int_0^\infty dt \langle (v_i(t) - v_i(0))(v_i(0) - v_i(0)) \rangle 
\]

\[
= \frac{1}{6N_i} \lim_{t \to \infty} \frac{d}{dt} \left( \sum_{\alpha} [r_i^\alpha(t) - r_i^\alpha(0)]^2 \right) 
\]  

(3)
The first form of the equation gives the diffusion coefficient as the integral of the velocity autocorrelation function of species \( i \) over time (we recall that \( v_i \) is the average velocity of all atoms/molecules of type \( i \)). The second form, called the Einstein relation, is more commonly used in molecular simulations and is written in terms of \( N_i \) the number of atoms/molecules of type \( i \) in the system, and \( r_{ii}^\nu \) defined as the position (relative to the system center-of-mass) of particle \( \alpha \) of type \( i \). The term in angular brackets is the mean-squared displacement, the slope of which is proportional to the diffusion coefficient. Experimentally, the self-diffusion coefficient is typically measured by using pulsed-field gradient nuclear magnetic resonance (NMR). 24–47

There exist analogous Green–Kubo relations for computing the Onsager transport coefficients as well, 22,23,43,48,49

\[
L^\alpha = \frac{V}{3k_B T} \lim_{t \to \infty} \int_0^t dt \langle f_i(0) \cdot f_j(t) \rangle
\]

where \( k_B T \) is the thermal energy and \( V \) is volume. The derivation of this relation can be found in Fong et al. 23 Here, too, we can rewrite this equation in the form of an Einstein relation in terms of individual particle positions rather than velocities:

\[
L_i^\alpha = \frac{1}{6k_B T V} \lim_{t \to \infty} \frac{d}{dt} \left( \sum_{\alpha} \left[ r_i^{\alpha}(t) - r_i^{\alpha}(0) \right] \sum_{\beta} \left[ r_{i\beta}^{\alpha}(t) - r_{i\beta}^{\alpha}(0) \right] \right)
\]

As is clear from these relations, \( L_i^\alpha = L^{\alpha i} \); this is an example as the Onsager reciprocal relations. 24,25 Furthermore, note that all of the equations thus far utilize a barycentric reference frame; that is, all velocities (positions) are relative to the center-of-mass velocity (position) of the entire system. As a consequence of this reference frame, where all mass fluxes sum to zero, the transport coefficients are subject to the constraint that \( \sum M_i L_{ij} = 0 \), where \( M_i \) is the molar mass of species \( i \). Thus, an \( n \)-component isotropic system will have only \( n(n - 1)/2 \) independent transport coefficients. A binary salt and solvent electrolyte, for example, will have three independent transport coefficients: \( L^{++}, L^{+-}, \) and \( L^{-+} \).

Rigorous calculation of \( L^\alpha \) requires a simulation long enough to reach the diffusive regime; that is, the term in angular brackets in eq 5 must be linear with respect to time. This requirement can be challenging to meet in many polymer-based systems with slow dynamics. Furthermore, unlike the self-diffusion coefficient, calculation of \( L^\alpha \) does not entail averages over all particles of a given type and is thus subject to increased statistical noise. The diffusive regime has been shown to be accessible for systems with short chains and reasonably fast dynamics, although it is typically necessary to perform many replicate simulations to achieve reasonable error estimates. 28,30 Even when the diffusive regime is not accessible, however, we can still obtain valuable insight from \( L^\alpha \) by generating approximate values and comparing the relative magnitudes of each transport coefficient across different systems; 33 for example, one can simply compare the magnitude of the term in the angular brackets in eq 5. The analogous practice of comparing the mean-squared displacement as a proxy for rigorously computing the self-diffusion coefficient in systems that do not reach the diffusive regime is common in the literature for solid polymer electrolytes. 51–54

**Physical Interpretation of \( L^\alpha \).** The Onsager transport coefficients \( L^\alpha \) capture correlations in the motion of species \( i \) and \( j \). This physical interpretation is illustrated schematically in Figure 2. In what follows, we describe each of these transport coefficients individually. Although the schematics in Figure 2 are for the specific case of a polyanionic system, the discussion below is readily generalized to any other polymer-based electrolyte.

We first discuss the transport coefficients where \( i = j, L_i^\alpha \). At the level of individual ions’ motion, contributions to \( L_i^\alpha \) arise from two sources, deemed self and distinct: \( L_i^\alpha = L_{i\text{self}}^\alpha + L_{i\text{distinct}}^\alpha \). Mathematically, these two contributions arise from splitting the double summation in eq 5 into the cases where \( \alpha = \beta \) (the self term) and \( \alpha \neq \beta \) (the distinct term). The self term may be interpreted as capturing ideal, uncorrelated particle motion and is directly related to the self-diffusion coefficient of the species (Table 1). The distinct term corresponds to correlations...
between different particles of the same species. Consider $L_{ij}^{++}$ in the case of a polyanionic electrolyte as shown in Figure 2 (upper middle panel). In general, two distinct cations will move in an anticorrelated manner due to electrostatic repulsion, as illustrated by the yellow shading between the two free cations in the figure. This will yield a negative contribution to $L_{ij}^{++}$. The motion of two cations which are part of the same aggregate (in this case ionically bound to the same polyanion chain), however, will be positively correlated ($L_{ii}^{++} > 0$, indicated by blue shading in the figure). The intuition governing $L_{ij}^{++}$ (Figure 2, lower middle panel) is similar. Distinct polyanionic chains will electrostatically repel and thus be anticorrelated, whereas anions within a given chain will be very strongly correlated.

The transport coefficients in which $i \neq j$ quantify correlations between different types of species. Herein we consider only $L_{ij}^{--}$, describing cation–anion correlation in a binary salt solution. With the exception of certain systems which will be discussed below, $L_{ij}^{--}$ is generally positive due to the electrostatic attraction between cations and anions (Figure 2, lower right panel). This correlation will be strongest for ions that are directly paired, although long-range electrostatic interactions will also contribute to $L_{ij}^{--}$. Note that $L_{ij}^{--}$ captures the total extent of correlation between all cation–anion pairs, that is, the sum of all individual cation–anion correlations, rather than the average correlation between any given ion pair.

Computing Experimental Transport Properties from $L_{ij}^{\alpha}$. The Onsager transport coefficients may be combined to yield experimentally relevant transport properties, as summarized in Table 1. In addition to the self-diffusion coefficient discussed above capturing ideal Brownian motion, of particular interest is the ionic conductivity $\sigma$. Ionic conductivity is defined by using Ohm’s law for a system with no concentration gradients; as such, $\sigma$ gives a measure for how much current can be transported through an electrolyte for a given potential drop and is thus a crucial parameter for most energy storage applications. Experimentally, $\sigma$ may be determined from AC impedance measurements.55 For applications such as batteries with a single electroactive species (e.g., lithium ions), we care about not only the total conductivity but also the fraction of conductivity attributed to a given species. This is quantified by the transference number. In a lithium-ion battery, for example, it is desirable for an electrolyte to exhibit a high cation transference number (close to unity) to avoid any significant current being carried by the inactive anion and the related formation of detrimental concentration gradients.16 The transference number may be measured from techniques such as potentiostatic polarization,56,57 the Hittorf method,58 or electrophoretic NMR.59 Finally, it is also useful to characterize the salt diffusion coefficient $D_{salt}$ describing the relaxation of salt concentration gradients in an electrolyte (under no applied electric field), typically obtained experimentally from restricted diffusion measurements.60,61 This quantity is defined by $D_{salt} \equiv \frac{L}{\nu_i \nu_v} = \frac{1}{\nu_v} - D_{salt} \nabla c$, where $\nu_i$ is the stoichiometric coefficient of ion $i$ in the salt. Unlike the other transport properties in Table 1, $D_{salt}$ is not straightforward to compute from molecular dynamics, as it requires knowledge of the salt activity coefficient, $f_{salt}$. We provide expressions for each of these properties in terms of $L_{ij}^{\alpha}$ in Table 1 for the case of a binary electrolyte. These equations are readily generalized to multicomponent solutions, as provided by Fong et al.23 We note that there exist Green–Kubo relations for computing some of these experimental properties directly, such as the conductivity.62,63 These may be derived from the Green–Kubo relations for $L_{ij}^{\alpha}$ (eq 4) and the equations in Table 1. Additionally, we emphasize that the mappings from $L_{ij}^{\alpha}$ to experimental transport quantities are bidirectional: eqs 12, 14, and 16 may be rearranged to give the Onsager transport coefficients in terms of the experimentally measurable quantities $\sigma$, $D_{salt}$ and $f_{salt}$.

In addition to the aforementioned transport parameters, it is also common to report Nernst–Einstein (NE) transport quantities, which assume the solution behaves ideally with no correlations between species. Under this assumption, the off-diagonal terms of the transport matrix ($L_{ij}^{--}$) and the distinct terms $L_{ij}^{\alpha}$ are equal to zero; thus, the diagonal transport coefficients may be related to the species’ self-diffusion coefficients: $L_{ij}^{\alpha} = D_{ij}^{\alpha}/RT$ (see eq 11). We present the ways in which the transport quantities change under this assumption in Table 1. While the NE assumption is only true in the limit of infinite dilution, it is nevertheless a useful approximation, as it requires much simpler experimental measurements than rigorously characterizing ion correla-

### Table 1. Experimentally Measurable Transport Quantities and How Each May Be Obtained from Onsager Transport Coefficients $L_{ij}^{\alpha}$ in a Binary Electrolyte

<table>
<thead>
<tr>
<th>transport quantity</th>
<th>expression$^a$ in terms of $L_{ij}^{\alpha}$</th>
<th>ideal solution expression$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>self-diffusion coefficient ($D_i$)</td>
<td>$D_i = \frac{RT}{\nu_i} L_{ii}^{\alpha}$</td>
<td>$D_i^{NE} = \frac{RT}{\nu_i} L_{ii}^{\alpha}$</td>
</tr>
<tr>
<td>ionic conductivity ($\sigma$)</td>
<td>$\sigma = \frac{F^2}{\nu_i} \left( L_{ii}^{++} + 2z_i^+ z_L^- + 2z_L^+ z_i^- \right)$</td>
<td>$\sigma^{NE} = \frac{F^2}{\nu_i} \left( L_{ii}^{++} + 2z_i^+ z_L^- + 2z_L^+ z_i^- \right)$</td>
</tr>
<tr>
<td>cation transference number ($t_i$)</td>
<td>$t_i = \frac{z_i^+ L_{ii}^{++} + z_i^- L_{ii}^{--}}{z_i^+ L_{ii}^{++} + z_i^- L_{ii}^{--} + 2z_i^+ z_L^- + 2z_L^+ z_i^-}$</td>
<td>$t_i^{NE} = \frac{z_i^+ L_{ii}^{++} + z_i^- L_{ii}^{--}}{z_i^+ L_{ii}^{++} + z_i^- L_{ii}^{--} + 2z_i^+ z_L^- + 2z_L^+ z_i^-}$</td>
</tr>
<tr>
<td>salt diffusion coefficient ($D_{salt}$)</td>
<td>$D_{salt} = \frac{F^2}{\nu_i} \left( \frac{1}{\nu_i} - \frac{L_{ii}^{++} + L_{ii}^{--}}{L_{ii}^{++} + L_{ii}^{--} + 2z_i^+ z_L^- + 2z_L^+ z_i^-} \right)$</td>
<td>$D_{salt}^{NE} = \frac{F^2}{\nu_i} \left( \frac{1}{\nu_i} - \frac{L_{ii}^{++} + L_{ii}^{--}}{L_{ii}^{++} + L_{ii}^{--} + 2z_i^+ z_L^- + 2z_L^+ z_i^-} \right)$</td>
</tr>
<tr>
<td>ionicity ($\sigma/\sigma^{NE}$)</td>
<td>$\frac{\sigma}{\sigma^{NE}} = \frac{\nu_i^2}{\nu_i^2} \frac{L_{ii}^{++} + L_{ii}^{--} + 2z_i^+ z_L^- + 2z_L^+ z_i^-}{L_{ii}^{++} + L_{ii}^{--} + 2z_i^+ z_L^- + 2z_L^+ z_i^-}$</td>
<td>$\frac{\sigma}{\sigma^{NE}} = 1$</td>
</tr>
</tbody>
</table>

$^a$List of symbols: Faraday’s constant ($F$), charge valence of species $i$ ($\nu_i$), salt concentration ($c = \nu_i/\nu_v = \nu_i/\nu_{-v}$), thermal energy ($RT$), thermodynamic factor ($\xi = 1 + \frac{d \ln a_i}{d \ln c}$), salt activity coefficient ($f_{salt}$), stoichiometric coefficients of ion $i$ in salt ($\nu_i, \nu_v = \nu_i + \nu_v$).$^b$In an ideal solution, we apply the Nernst–Einstein approximation, which states that there are no correlations between species ($L_{ii}^{\alpha}$ and $L_{ij}^{\alpha}$, $i \neq j$ are zero). We further assume a salt activity coefficient of one.
tions.\textsuperscript{17,57} It is conventional to describe the deviation of the NE approximation by using the ionicity\textsuperscript{64--66} (also called the inverse Haven ratio\textsuperscript{42,57,68} or the degree of uncorrelated ion motion),\textsuperscript{69--71} defined as the actual ionic conductivity divided by the NE conductivity ($\sigma/\sigma_{NE}$). In the following sections, we will discuss certain circumstances in which the NE assumption fails substantially as well as instances in which the ionicity is a misleading metric for evaluating solution ideality.

Comparing Onsager and Stefan–Maxwell Frameworks. While the Onsager transport equations emerge naturally from the theory of nonequilibrium thermodynamics, they are not the dominant framework used by experimentalists to discuss transport. The most ubiquitous means of characterizing transport in concentrated solutions of both polymer and nonpolymer electrolytes is the Stefan–Maxwell equations, originally derived from the kinetic theory of gases:\textsuperscript{17--19,23}

\[
c_i V \mu_i = \sum_{j \neq i} K_{ij} (\eta_j - \eta_i)
\]

where $K_{ij}$ are the Stefan–Maxwell transport coefficients. These $K_{ij}$ are commonly written in terms of the Stefan–Maxwell diffusion coefficients, $D_{ij}$, as $K_{ij} = \frac{RT c_i c_j}{c_j D_{ij}}$, where RT is the thermal energy and $c_i$ is the total concentration (including solvent) of the electrolyte. Although the Stefan–Maxwell equations are more commonly used, we argue that the Onsager transport equations possess several advantages. Both frameworks can be used for continuum-level transport modeling\textsuperscript{72--75} to predict concentration and potential profiles at a system level and can be used to obtain experimentally measurable quantities.\textsuperscript{17} However, doing so is more challenging in the Stefan–Maxwell framework. Formulating the governing equations for macroscopic transport or writing expressions for experimentally measured properties relies on solving for the velocities of each species in solution; while this is trivial in the Onsager transport equations (eq 2), it requires extensive algebra in the Stefan–Maxwell equations (inverting the matrix of all $K_{ij}$). This yields more complex expressions in the Stefan–Maxwell framework. The ionic conductivity, for example, can be written in terms of $L_{ij}$ as a simple sum which easily generalizes to an arbitrary number of salt species:

\[
\sigma = F^2 \sum_i \sum_j L_{ij} \eta_i \eta_j
\]

In contrast, the conductivity of a binary salt in terms of $D_{ij}$ is\textsuperscript{17}

\[
\sigma = \left[ \frac{-RT}{c_1 c_2 F^2} \left( \frac{1}{D_{ij}^{-}} - \frac{c_1 c_2}{c_1 (z_+ D_{ij}^{+} - z_0 D_{ij}^{-})} \right) \right]^{-1}
\]

Generalizations to multicomponent solutions beyond a binary salt are much more involved and rarely reported.

Physically, $K_{ij}$ may be interpreted as quantifying the friction between species $i$ and $j$. For gaseous systems, this friction has a clear atomistic interpretation in terms of collisions between particles. The connection between $K_{ij}$ and molecular-level motion in a liquid electrolyte, however, is more complex. Unlike $L_{ij}$, there is no Green–Kubo relation to directly compute $K_{ij}$ from molecular dynamics simulations. Those works that do report Stefan–Maxwell coefficients from simulations do so by first computing the Onsager transport coefficients and then mapping from $L_{ij}$ to $K_{ij}$\textsuperscript{22,80,81,72,77}. For a binary electrolyte with a single solvent, this mapping, as derived in Fong et al.,\textsuperscript{23} is

\[
K_{ij} = \omega_i \omega_j \left( \hat{L}_{ij}^{00} + \hat{L}_{ij}^{0+} - \hat{L}_{ij}^{0-} - \hat{L}_{ij}^{00} \right)
\]

where $\hat{L}_{ij} = \frac{1}{c_i}$ and $\omega_i$ is the mass fraction of species $i$. Alternative methods for computing the Stefan–Maxwell coefficients directly have been proposed,\textsuperscript{78,79} although their accuracy is somewhat contentious.\textsuperscript{22} Thus, in summary, while both the Onsager and Stefan–Maxwell frameworks are correct, $L_{ij}$ (i) yield simpler relations for experimentally relevant transport quantities than $K_{ij}$, (ii) are easier to compute from molecular simulations, and (iii) have a clearer physical interpretation, as they directly relate to ion correlations.

In the remainder of this Perspective, we discuss each of the various types of ion correlations that may exist in a polymer or polyionic electrolyte. We discuss the types of systems in which each type of correlation is expected to be most important using representative case studies from the literature. We provide insight into the molecular origins of these correlations, and where possible, we discuss how understanding each type of ion correlation can be used to inform the design of electrolytes with enhanced transport properties.

\section*{CATION–ANION CORRELATIONS}

Understanding cation–anion correlations, captured in the transport coefficient $L_{ij}^{+}$, is crucial for the design of polymer-based electrolytes. As these correlations are induced by the inherent electrostatic attraction between cations and anions, $L_{ij}^{+}$ will generally be non-negligible for most electrolytes used in energy storage applications, which typically employ moderately high concentrations and/or a relatively low dielectric constant. In general, an optimal polymer-based electrolyte will minimize cation–anion correlations, as a more positive value of $L_{ij}^{+}$ will decrease the ionic conductivity of an electrolyte (eq 12), and for the common case where the cation transference number is less than one-half, a greater value of $L_{ij}^{+}$ will also decrease $t_c$ (eq 14).

In this section, we describe the molecular origins of cation–anion correlations in terms of both the structural features of the electrolyte as well as a dynamic picture of ion pair lifetimes, arguing that the latter is more useful in understanding trends in $L_{ij}^{+}$. We use this framework to guide a discussion on design rules for minimizing $L_{ij}^{+}$ in polymer-based electrolytes. We conclude this section with a discussion of the special case of cation–anion correlations in two-component systems (free of solvent or host polymer), in which the theory dictates that cation and anion motion must be anticorrelated, with $L_{ij}^{+} < 0$.

\section*{Static vs Dynamic Analyses of Ion Pairing}

Cation–anion correlations are conventionally discussed in terms of ion pairing or aggregation, that is, the fraction of ions that are bound either free, paired, or part of a higher order aggregate such as a triple ion. This offers a computationally inexpensive means of characterizing ionic interactions in an electrolyte, as the
simulated time scales of this ion pairing analysis are generally much shorter than those required for dynamic analyses. In some systems, the static picture of ion pairing adequately captures cation–anion correlations, and we will use this framework throughout this text to intuitively rationalize trends in ion correlations. France-Lanord and Grossman\(^8\) developed an effective method for computing ionic conductivity from molecular simulations which accounts for ion correlations exclusively through analysis of ion aggregates. Each aggregate is considered a distinct charge carrier, and its diffusion coefficient is used in the Nernst–Einstein equation to compute conductivity. This method gives reasonable agreement with the rigorously computed conductivity for LiTFSI in PEO.\(^5\) Burlatsky et al. used a simpler version of this approach for the conductivity.\(^8\) This method gives reasonable agreement with the conductivity despite the fact that the ions remain continuously paired. This type of ion transport has been observed as a crucial mechanism in a variety of systems, including polyelectrolytes,\(^9\) polymerized ionic liquids,\(^9\) and ionomer melts.\(^5\) The potential limitations of the static picture to describe cation–anion correlations have important implications for the interpretation of the ionicity (\(\sigma/\sigma_0\), eq 18) as well. It is often assumed that the ionicity corresponds to the fraction of free ions in the system, that is, the extent of ion correlation in an electrolyte is given directly by the degree of ion pairing.\(^8\) While there are some works in which the ionicity does indeed agree well with the fraction of free ions computed from molecular dynamics, for example, in Borodin and Smith’s simulations of LiTFSI in PEO,\(^9\) in what follows we discuss several instances in which this is not the case. As an extreme example, the ionicity of (polymerized) ionic liquids is often comparable to that of conventional liquid electrolytes;\(^9\) it is well-established that the static picture of ions as either bound or free fails for superconcentrated systems such as these.\(^8\)

Despite the aforementioned utility of analyzing ion speciation to understand cation–anion correlations, a growing body of work suggests that this static picture alone is inadequate in many polymer-based electrolytes.\(^9\) While the static picture analyzes the positions of the ions at a snapshot in time, the Green–Kubo relation for \(L^+\) requires integrating the flux–flux correlation function over time, suggesting that a dynamic (time-dependent) analysis is necessary to understand how cation–anion interactions affect experimentally observable transport properties. The static ion pairing definition will generally overestimate cation–anion correlations: an ion pair that breaks apart immediately after forming, for example, will be accounted for in the static picture of ion pairing but will not contribute significantly to \(L^+\). Likewise, ions that hop directly between charged sites of a polyelectrolyte (without first traveling through the surrounding dielectric medium) will contribute to the conductivity despite the fact that the ions remain continuously paired. This type of ion transport has been observed as a crucial mechanism in a variety of systems, including polyelectrolytes,\(^9\) polymerized ionic liquids,\(^9\) and ionomer melts.\(^5\) The potential limitations of the static picture to describe cation–anion correlations have important implications for the interpretation of the ionicity (\(\sigma/\sigma_0\), eq 18) as well. It is often assumed that the ionicity corresponds to the fraction of free ions in the system, that is, the extent of ion correlation in an electrolyte is given directly by the degree of ion pairing.\(^8\) While there are some works in which the ionicity does indeed agree well with the fraction of free ions computed from molecular dynamics, for example, in Borodin and Smith’s simulations of LiTFSI in PEO,\(^9\) in what follows we discuss several instances in which this is not the case. As an extreme example, the ionicity of (polymerized) ionic liquids is often comparable to that of conventional liquid electrolytes;\(^9\) it is well-established that the static picture of ions as either bound or free fails for superconcentrated systems such as these.\(^8\)

Beyond the static fraction of ion pairing, further insight into cation–anion correlations can be obtained by analyzing the residence time of ion pairs, \(\tau\), or the average time that an ion pair persists before breaking apart. In molecular dynamics

---

**Figure 3.** Demonstration that ion correlations in an electrolyte, as quantified by the ionicity, (a) correlate well with the relaxation time of ion clusters but (b) do not correlate well with the fraction of free ions determined from static structural analysis. Data are obtained from coarse-grained MD simulations of salt-doped homopolymers at varying concentration and Bjerrum length, \(l_B\). Adapted with permission from ref \(\text{50}\).
larger anions with more charge delocalization may yield decreased cation-anion correlations (L\textsuperscript{+}).

**Figure 4.** (a) Illustration of the weaker ion correlations expected in systems employing larger ions with greater charge delocalization. Correlations are colored according to the color bar in Figure 2. (b) Examples of common chemistries employed to increase anion charge delocalization in polyanions (top) and small-molecule anions (bottom).

Analysis of ion pair or cluster residence times has been shown to yield excellent correlation with the extent of ion correlations in an electrolyte. Shen and Hall,\textsuperscript{50} for example, compared the ionicity in salt-doped homopolymers and block copolymers with both the static fraction of ion pairs and the normalized cluster relaxation rate (defined as the inverse residence time of an ion cluster divided by the polymer relaxation rate) using coarse-grained MD simulations. Assuming that cation–cation and anion–anion interactions do not dominate transport in these systems of neutral polymer electrolytes, the ionicity provides indirect insight into \( L^+ \). For a range of Coulomb strengths, the authors found that the normalized cluster relaxation rate correlated directly with the ionicity (Figure 3a), while the fraction of free ions obtained from structural analysis was found to be anticorrelated to ionicity, as shown in Figure 3b. This stands in direct contrast with the common interpretation of the ionicity as the fraction of free ions described above. The phenomenon of \( L^+ \) correlating with ion dynamics rather than statics has been demonstrated in polyelectrolyte solutions as well. Our previous work on transport in short-chain polyelectrolyte solutions, using both atomistic\textsuperscript{29} and coarse-grained\textsuperscript{50} molecular dynamics, showed that changes in the contribution to \( L^+ \) per ion could not be rationalized by trends in the static fraction of ion pairs but rather paralleled the trends in ion pair residence times. In both Shen and Hall’s solid polymers and the aforementioned polyelectrolyte solutions, cation–anion correlations (and correspondingly ion pair residence times) decrease as the concentration increases, despite the fact that ion pairing from the static picture increases with concentration. Experimental measurements have similarly reported increasing ionicity as concentration increases, that is, less correlated ion motion at high concentrations.\textsuperscript{45,110,111} This decrease in cation–anion correlations at high concentrations warrants further exploration, but it may be due to a shift in transport mechanisms or solvation environments and/or the fact all mass fluxes must sum to zero in the system, which place constraints on the relative values of the transport coefficients.

**Design Principles for Minimizing Cation–Anion Correlations.** Design of electrolytes with high ionic conductivity should aim to minimize cation–anion correlations. The simplest means of tuning the value of \( L^+ \) is to alter the charge density of the electrolyte ions. To this end, several recent computational works have investigated the effect of altering ionic size and/or ion dipole strength on ion transport.\textsuperscript{96,112–118} Cheng et al.\textsuperscript{112} for example, suggested that optimal conductivity in polymerized ionic liquids could be obtained by using large ions in the polymer chain and small counterions. Using both coarse-grained and atomistic MD simulations, they found that this design choice led to optimal decoupling of ion motion and segmental dynamics. Molinaro et al.\textsuperscript{114} altered the charge density of TFSI\textsuperscript− anions in MD simulations of LiTFSI in PEO by scaling the anion partial charges, finding that a more polar anion decreased Li\textsuperscript+ mobility and increased ion clustering, while an anion with a more uniform charge distribution had the opposite effect. This trend that increasing anion charge delocalization improves transport, specifically via a decrease in \( L^+ \), is a general design rule that holds across many systems (Figure 4a).

Common chemistries used to enhance anion charge delocalization are presented in Figure 4b. In solid polymer electrolytes, anions such as PF\textsubscript{6}− and TFSI\textsuperscript− are some of the most commonly studied.\textsuperscript{112} It has been experimentally demonstrated in carbonate solvents\textsuperscript{112} that TFSI\textsuperscript− has a smaller thermodynamic ion association constant than PF\textsubscript{6}− and that TFSI\textsuperscript− exhibits higher \( t_c \) in polymer-based electrolytes.\textsuperscript{118} It is worth noting that recent studies on multivalent (nonpolymeric) electrolytes for energy storage applications have also worked toward lowering cation–anion interaction via increased anion charge delocalization. One notable example is the fluorinated alkoxycarbonate BHFIP\textsuperscript{−} anion, which allows for reduced ion pairing and thus improved transport because of its large size.\textsuperscript{119–122} Polyamionic single-ion conductors often employ sulfonimide groups (analogous to the chemistry of a TFSI\textsuperscript− anion), which provide more charge delocalization than sulfonate or carboxylate moieties. The greater charge delocalization in these anions has been shown to correlate with higher conductivity in a variety of systems.\textsuperscript{123–126} For advances in
synthesis strategies and further examples of successful single-ion conductor chemistries, we refer the reader to the recent review by Zhang et al.\textsuperscript{15}

While the trend of decreased cation–anion correlation with greater anion charge delocalization holds for many systems, in some cases changes in the charge distribution of an ion can alter the transport mechanisms in an electrolyte, complicating the resulting changes in bulk transport. This has been observed in the MD simulations performed by Lin and Maranas\textsuperscript{115} of PEO-based single ion conducting solid polymer electrolytes. Here, the cation–anion electrostatic interactions were tuned by changing the partial charges of the sulfonate anion appended to the polymer backbone. As expected, a more charge-delocalized anion (weaker electrostatic interactions) decreased ion aggregation. While one would intuitively expect this decreased aggregation to yield increased conductivity, it was observed that the mobility of the sodium cation in the system remained unchanged. The authors attribute this counterintuitive result to a changing diffusion mechanism: with weak electrostatic interactions, motion was dominated by free ions solvated by the EO backbone, whereas with stronger electrostatic interactions, hopping of the cation between sulfonate anions became the dominant process. In the work of Ma et al. reporting coarse-grained MD simulations of random ionomer melts,\textsuperscript{180} modifying the cation/anion size ratio resulted in substantial changes to both nanostructure and ion pair residence times. Depending on the dielectric constant and applied electric field, these changes in ion size sometimes increased and sometimes decreased cation mobility. Furthermore, we note that the impact of altering charge delocalization of the cation is often more complex than changing that of the anion, namely in solid polymer electrolytes where the cation and polymer host strongly interact. A larger cation has been shown to enhance transport in some cases\textsuperscript{113,127} by minimizing cation–anion correlation, whereas in other cases the presence of free cations can mediate cross-linking of polymer chains and lead to reduced mobility.\textsuperscript{128}

\textbf{L$^+$ in Polymerized Ionic Liquids.} Finally, we note that when analyzing $L^+$, special care must be taken for the case of two-component systems such as polymerized ionic liquids with only a single type of cation, a single type of anion, and no additional solvent or polymer host. As mentioned in the Theory section, an $n$-component system will possess $n(n-1)/2$ independent transport coefficients. Thus, for a two-component system, only one transport coefficient can be independently specified. The others may be computed from the constraint $\sum M_L = 0$ obtained as a consequence of the barycentric reference frame: $L^- = \frac{M_1}{M} L^+$ and $L^+ = -\frac{M}{M} L^+$. Thus, $L^+$ must always be negative in these systems.\textsuperscript{30,129} Mathematically, the Green–Kubo relation for $L^+$ (eq 4) suggests that a negative value corresponds to anticorrelated cation–anion motion. However, because the relative motion of the cation and anion is constrained and $L^+$ is not an independent quantity in two-component systems, $L^+$ does not give straightforward insight into cation–anion interactions in these electrolytes. Furthermore, the behavior and interpretation of the transference number in these cases are nonintuitive. Based on eq 14 and the aforementioned constraints in $L^0$, the cation transference number in a two-component system is dictated solely by the charge valences and molar masses of the ionic species:

$$t_+ = \frac{z_+ M_-}{z_+ M_- + z_+ M_+}$$  \hspace{1cm} (20)

This yields the surprising result that transference number is independent of chain length in polymerized ionic liquids.\textsuperscript{30,129} In the limit where the anion mass is much larger than that of the cation (as is usually the case for polymer-based single ion conductors), $t_+$ approaches unity, as is typically reported experimentally for these systems.\textsuperscript{130–133} We note, however, that in these two-component electrolytes the transference number is not meaningful as an electrolyte performance metric. The transference number is typically used to predict the extent to which detrimental concentration gradients will form in an electrochemical cell.\textsuperscript{16,134} In a two-component system, however, electroneutrality dictates that no concentration gradients will form, regardless of the value of the transference number given by eq 20. In these systems the ionic conductivity will be the only independent property impacting bulk transport.

\section*{CATION–CATION AND ANION–ANION CORRELATIONS}

In nonpolymeric liquid electrolytes, particularly those that are dilute, cation–cation and anion–anion correlations ($L^+ \leftrightarrow L^+$ and $L^- \leftrightarrow L^-$) are not expected to contribute substantially to electrolyte transport. It is anticipated that like ions will either interact very little or move in an anticorrelated manner because of electrostatic repulsion, yielding negative values of $L^\text{distinct}_L$ with small magnitude.\textsuperscript{30,34} In polymer-based electrolytes, however, $L^\text{distinct}_L$ may contribute substantially. This contribution is most notable in (i) polyionic systems, where the covalent links between charged monomers create strong correlations between charges on a given chain, and (ii) systems with substantial ion aggregation such as low-permittivity polymer electrolytes. We address both cases in this section.

\textbf{Polyions Generate Strong Like-Ion Correlations.} Covalent attachment of multiple ions to yield a polyion inevitably introduces strong like-ion correlations. For oligomeric polyions, all ions on a given chain are constrained to move together; that is, over sufficiently long time scales the flux of any given monomer on a chain will be equal to that of the chain center-of-mass. For longer chains or systems with very slow dynamics, distinct monomers may not be perfectly correlated over the time scale of a simulation (or experiment), but substantial correlation will nevertheless exist between ions on nearby monomers. Our group’s MD simulations of anionic polyelectrolytes\textsuperscript{29,30} found that in many systems $L^\text{distinct}_L$ is the largest of all the transport coefficients. As these correlations are induced by the covalent bonding of the ions, this substantial contribution of $L^\text{distinct}_L$ is expected for anionic polyelectrolytes regardless of the specific chain chemistry or solvent properties. Note that, in addition to correlations between anions attached to the same polymer chain (which yield large, positive contributions to $L^\text{distinct}_L$), we also expect correlations between anions on different chains. These correlations may be negative because of electrostatic repulsion between like charges, or under some conditions, there may be positive correlation from aggregation of like-charge chains. This aggregation may be induced by dipoles and/or quadrupoles formed from charged monomers and adsorbed counterions; this phenomenon is thought to give rise to the “slow” (extraordinary) diffusion coefficient observed in dynamic light scattering experiments on salt-free polyelectrolyte solutions.\textsuperscript{88,89,135,136} While the relative magnitude of anion correlations within and between chains will be system-dependent, we have found that contributions from intrachain correlations typically dominate those from interchain correlations, resulting in the observed positive values of $L^\text{distinct}_L$.\textsuperscript{15,16,129}
As a result of the large magnitude of $L_{\text{distinct}}$ in polyionic solutions, the Nernst–Einstein approximation (which assumes all $L_{\text{distinct}}$ and $L^\pm$ are zero) fails drastically for these systems. Several recent experimental works, however, have used the Nernst–Einstein assumption to characterize the transference number in nonaqueous polyionic systems for application in lithium-ion batteries. As the self-diffusion coefficient of the anion is much smaller than that of the counterion in these systems, the $t_+^{\text{NE}}$ approximation typically yields very high cation transference numbers ($t_+^{\text{NE}} > 0.8$, compared to $t_+ \approx 0.4$ for conventional liquid electrolytes). We have found, however, that the true transference number incorporating ion correlations (which is the relevant quantity in predicting macroscopic concentration profiles and electrolyte performance) is drastically lower. As shown in Figure 5a,c for coarse-grained MD simulations of polyelectrolytes at various concentrations and chain lengths, $t_+^{\text{NE}}$ does not even qualitatively reproduce the trend in the rigorously computed $t_+$ because of the large values of $L_{\text{distinct}}$ and $L^\pm$ in these systems. Note that the above discussion of $L_{\text{distinct}}$ has considered the anionic species to be individual charged monomers, as opposed to taking the anionic species to be the polymer chain as a whole. While either approach is valid and gives the same conductivity and transference number, the two choices yield different Nernst–Einstein transference numbers. Considering each monomer separately (the approach commonly used to characterize nonaqueous polyionic electrolytes experimentally) does not yield physically meaningful insight into transport, as it incorrectly assumes that covalently bound anions move completely independently from one another; conversely, considering the entire chain together (as in Figure 5b) implicitly captures intrachain correlations and gives a much more reasonable estimate of the true $t_+$. Importantly, for these polyionic solutions, incomplete characterization of ion correlations can lead to an incorrect understanding of ion transport—based on ideal solution (Nernst–Einstein) assumptions treating each charged monomer as an independent ion, these polyelectrolyte solutions seem like promising alternatives to conventional battery electrolytes, whereas in actuality their transport properties are substantially less favorable than standard electrolyte formulations.

The behavior of $L_{\text{distinct}}$ in two-component (solvent-free) systems such as polymerized ionic liquids is more complex, as the transport coefficients in these systems must satisfy the constraint $\sum M_i L_i^\pm = 0$. Zhang et al. performed atomistic MD simulations of polycationic polymerized ionic liquids and observed anticorrelated cation–cation motion, despite the fact that cations on a given chain were covalently constrained to move together. Our group’s coarse-grained simulations of polymerized ionic liquids, however, reported the opposite trend (positively correlated anion–anion motion for a negatively charged polymer). We recommend further studies to reconcile the origin of these differences.

**Strongly Aggregating Systems: The Questions of Near-Unity Ionicity and Negative Transference Numbers.** Distinct anion–anion or cation–cation correlations...
charged aggregates.\textsuperscript{114,149} Negative cation transfer numbers have been observed through simulation\textsuperscript{30} and experiment\textsuperscript{150–154} in anionic polyelectrolyte solutions as well, where negatively charged aggregates are common (for example, a single cation bound to a polyanion chain).

### ION–SOLVENT CORRELATIONS

Bulk transport properties such as the conductivity and transfer number are computed by using only $L^{++}$, $L^-$, and $L^*$. Transport coefficients for the solvent or polymer host ($L^{0+}$, $L^{0-}$, and $L^{00}$) are not only unnecessary to compute these quantities, but for a binary, single-solvent electrolyte they also can be computed directly from knowledge of $L^{++}$, $L^-$, and $L^*$; that is, they are not independent quantities. Using the aforementioned constraint $\sum ML^j = 0$, we can write the solvent transport coefficients of a binary electrolyte as

\[
L^{10} = -\frac{1}{M_0} (M_L L^{+} + M_L L^-)
\]

\[
L^{-0} = -\frac{1}{M_0} (M_L L^- + M_L L^-)
\]

\[
L^{00} = -\frac{1}{M_0} (M_L L^{00} + M_L L^{00})
\]

Note that because $L^{++}$, $L^-$, and $L^*$ are generally positive, eq 21 implies that $L^{10}$ and $L^{-0}$ will be negative (anticorrelated motion), while $L^{00}$ will be positive. Although the solvent transport coefficients are not directly useful in obtaining experimentally relevant transport properties, tuning ion–solvent interactions can have a substantial impact on $L^{++}$, $L^-$, and $L^*$. Increasing cation–solvent correlation (making $L^{10}$ less negative), for example, would correspond to decreasing $L^{++}$ (slower cation self-diffusion) and/or $L^*$ (weaker cation–anion correlations). In this section, we explore how changing various aspects of ion–solvent interactions affects the ion correlations discussed in the previous sections as well as how these modifications affect bulk transport properties.

One of the key solvent properties dictating correlations in an electrolyte is the dielectric constant $\epsilon$. As would be expected from Coulomb’s law, increasing the dielectric constant generally decreases cation–anion correlations $L^-$. In solid polymer electrolytes, it has been observed by using both atomistic\textsuperscript{55} and coarse-grained\textsuperscript{50,116,145,146} MD that a greater dielectric constant or polymer polarity increases ionicity and decreases ion aggregation. Similarly, in simulations of random ionomer melts, Ma et al.\textsuperscript{96} observed shorter cation–anion residence times and higher ion mobility with higher dielectric constant. While the decreases in $L^-$ induced by higher dielectric constant will favor higher overall ionic conductivity, several works have demonstrated nonmonotonic trends in ion transport with respect to dielectric constant. This trend is clearly illustrated in the coarse-grained MD simulations of solid polymer electrolytes performed by Wheatle et al.\textsuperscript{145} as shown in Figure 6. At low polymer polarity, ionicity data suggest that conductivity may be limited by high $L^-$ as a result of ion aggregation. At high polarity, however, the ionicity remains high but transport is limited by polymer segmental dynamics. The latter is expected to decrease self-diffusion of ions, especially that of the cation ($L^{++}$) due to the strong coupling of cation diffusion and polymer dynamics in most solid polymer electrolytes.

Note that the overall dielectric constant of the solution in these simulations may also be affected by the polarity of ionic clusters...
and the anion (TFSI\(^-\)) preferentially decreased anion transport and led to increased lithium ion transference number. These authors also studied the effect of carbonate secondary sites on the polymer chain, which increased polymer–cation interactions. In this carbonate-containing system, the increase in \(L^{10}\) presumably decreased \(L^{-i}\), as a substantial reduction in ion pairing was observed. Note that it may be impractical to attempt to tune polymer–ion interactions without inadvertently affecting ion transport mechanisms. In PEO, it is understood that lithium ions move through a well-connected network of solvation sites which promote facile intrachain hopping. Alternate polymer structures may not be conducive to this mechanism. Classical MD simulations of polyester-based polymer electrolytes, for example, found mainly isolated clusters of polymer solvation sites, in which the main transport mechanisms were infrequent interchain hopping and codiffusion with the polymer chain. These slower processes yielded ionic conductivities an order of magnitude lower than in PEO.

CONCLUSIONS AND RECOMMENDATIONS

Ion correlations play a crucial role in the transport properties of polyionic and polymer electrolytes. The Onsager transport equations and corresponding transport coefficients \(L^{ij}\) are an underutilized framework for rigorously quantifying these ion correlations. In contrast to the more widely known Stefan–Maxwell coefficients, \(L^{ij}\) can be computed easily from molecular dynamics simulations by using ions’ positions or velocities; our code to perform this calculation is freely available at https://github.com/kdfong/transport-coefficients-MSD.

In this Perspective, we have discussed how cation–anion, like-ion, and ion–solvent correlations impact transport in polymer-based electrolytes. We demonstrate the limitations of some of the conventional paradigms for analyzing ion correlations, for example, by using the static fraction of ion pairing as a proxy for cation–anion correlations and applying the Nernst–Einstein approximation to polyionic systems. Several design rules are suggested from our analysis, namely, the use of ions with highly delocalized charge to decrease cation–anion correlations as well as use of a solvent or polymer host with an intermediate value of dielectric constant to balance trade-offs between ion aggregation and self-diffusion.

We recommend that calculation of \(L^{ij}\) should become standard practice in characterization of electrolyte transport. There are several systems for which we anticipate insight into transport coefficients and ion correlations from molecular dynamics simulations will be particularly valuable at addressing long-standing questions in the field. Of note are PEO-based electrolytes for lithium-ion batteries, where experimental studies have demonstrated a variety of complex transport phenomena such as negative cation transference number and diverging Stefan–Maxwell diffusion coefficients. Knowledge of \(L^{ij}\) could elucidate the molecular origins of these phenomena, which are still under debate. Additional attention should also be devoted to the study of \(L^{ij}\) in two-component systems such as polymerized ionic liquids, where the transport coefficients are all interdependent as a consequence of the barycentric reference frame. The counterintuitive relationships between \(L^{ii}\), \(L^{ij}\), and \(L^{di} \) in these systems are still poorly understood, particularly with regards to the effect of changing chain length, dielectric constant, and ion chemistry. Furthermore, the Onsager transport framework is well-suited to treat multicomponent systems with more than one type of cation and/or anion, such as the complex solutions handled in the fields of biology,
geochemistry, and water purification.\textsuperscript{8,9} We also note the widespread use of supporting electrolytes\textsuperscript{161} in energy storage applications.

Finally, we emphasize that the adoption of the Onsager transport framework is not exclusive to molecular simulations. Just as we can compute experimentally measurable transport quantities from knowledge of $L_{ij}$ by using the equations in Table 1, we may also compute $L_{ij}$ from experimentally measured quantities such as conductivity, transference number, and salt diffusion coefficient.\textsuperscript{53} The Onsager transport coefficients can serve as a powerful means of connecting observations from experiment and simulation. We believe this approach has the potential to enable both enhanced fundamental understanding and more rational design of polymer-based electrolytes.

\section*{AUTHOR INFORMATION}

Corresponding Author

Kristin A. Persson — Department of Materials Science and Engineering, University of California, Berkeley, Berkeley, California 94720, United States; The Molecular Foundry, Lawrence Berkeley National Laboratory, Berkeley, California 94720, United States; orcid.org/0000-0003-2495-5509; Email: kapersson@lbl.gov

Authors

Kara D. Fong — Department of Chemical and Biomolecular Engineering, University of California, Berkeley, Berkeley, California 94720, United States; Energy Technologies Area, Lawrence Berkeley National Laboratory, Berkeley, California 94720, United States; orcid.org/0000-0002-0711-097X

Julian Self — Energy Technologies Area, Lawrence Berkeley National Laboratory, Berkeley, California 94720, United States; Department of Materials Science and Engineering, University of California, Berkeley, California 94720, United States

Bryan D. McCloskey — Department of Chemical and Biomolecular Engineering, University of California, Berkeley, Berkeley, California 94720, United States; Energy Technologies Area, Lawrence Berkeley National Laboratory, Berkeley, California 94720, United States; orcid.org/0000-0001-6599-2336

Complete contact information is available at: https://pubs.acs.org/10.1021/acs.macromol.0c02545

Notes

The authors declare no competing financial interest.

Biographies

Kara Fong is a Ph.D. candidate in the Department of Chemical & Biomolecular Engineering at the University of California, Berkeley, co-advised by Prof. Bryan McCloskey and Prof. Kristin Persson. She completed her master’s degree at the University of Cambridge and her bachelor’s degree at Stanford University. Her current research focuses on understanding transport phenomena in electrolyte solutions for Li-ion batteries using molecular dynamics simulations and nonequilibrium thermodynamics.

Julian Self is a Ph.D. candidate in the department of Materials Science and Engineering at the University of California, Berkeley, working in Kristin Persson’s group. He previously received a M.Sc. from Dalhousie University under the supervision of Jeff Dahn. His interests include multivalent and Li-ion batteries and, more generally, the electrochemistry and physical chemistry of liquid electrolytes for energy storage applications.

Bryan D. McCloskey is an Associate Professor and the Vice Chair of Graduate Education in the Department of Chemical and Biomolecular Engineering at the University of California, Berkeley, and also holds a joint appointment as a Faculty Engineer in the Energy Storage and Distributed Resources Division at Lawrence Berkeley National Laboratory. His laboratory currently focuses on a variety of challenges facing Li-ion and metal–air batteries, including high voltage cathode stability, advanced cathode material development, extreme fast charging, low temperature electrolyte formulations, and polyelectrolyte solution transport phenomena. More information about the McCloskey Lab can be found at the Lab’s website: www.mccloskeylab.com.
Kristin A. Persson obtained her Ph.D. in Theoretical Physics at the Royal Institute of Technology in Stockholm, Sweden, in 2001. She is a Professor in Materials Science and Engineering at UC Berkeley with a joint appointment as Senior Faculty Scientist at the Lawrence Berkeley National Laboratory. She is also a member of the UC Berkeley Kavli-ENSI Energy Nanoscience Institute. She is the Director and cofounder of the Materials Project (www.materialsproject.org), one of the most visible of the Materials Genome Initiative (MGI) funded programs attracting over a hundred thousand users worldwide. She is a leader in the MGI community and is known for her advancement of data-driven materials design and advancement of materials informatics. She is an Associate Editor for Chemistry of Materials and holds several patents in the clean energy space and has coauthored more than 200 peer-reviewed publications.

**ACKNOWLEDGMENTS**

The authors thank Kranthi K. Mandadapu for guidance on the theoretical developments described in this work. K.D.F. acknowledges support from NSF GRFP under Grant DGE 1752814. J.S., B.D.M., and K.A.P. acknowledge support by the Assistant Secretary for Energy Efficiency and Renewable Energy, Vehicle Technologies Office, of the U.S. Department of Energy under Contract DE-AC02-05CH11231, under the Advanced Battery Materials Research (BMR) Program managed by Tien Duong.

**REFERENCES**


(16) Diederichsen, K. M.; McShane, E. J.; McClosey, B. D. Promising routes to a high Li+ transference number electrolyte for lithium ion batteries. *ACS Energy Letters* 2017, 2, 2563−2575.


(42) Zhang, Z.; Wheatle, B. K.; Krajniak, J.; Keith, J. R.; Ganesan, V. Ion mobilities, transference numbers, and inverse Haven ratios of polymeric ionic liquids. ACS Macro Lett. 2020, 9, 84–89.


(56) Evans, J.; Vincent, C.; Bruce, P. Electrochemical measurement of transference numbers in polymer electrolytes. Polymer 1987, 28, 2324–2328.


counterion condensation.


Diederichsen, K. M.; Fong, K. D.; Terrell, R. C.; Persson, K. A.; McCloskey, B. D. Investigation of solvent type and salt addition in high transference number nonaqueous polyol electrolyte solutions for lithium ion batteries. Macromolecules 2018, 51, 8761–8771.


How is charge transport different in ionic liquids and electrolytes toward high-performance magnesium-selenium and magnesium-sulfur batteries.

Macromolecules pubs.acs.org/Macromolecules


