
PHYSICAL REVIEW B 111, 245132 (2025)

Interplay between electron localization, magnetic order, and Jahn-Teller
distortion dictates LiMnO2 phase stability

Ronald L. Kam ,1,2 Luca Binci ,1,2 Aaron D. Kaplan ,2 Kristin A. Persson ,1,2

Nicola Marzari ,3 and Gerbrand Ceder 1,2,*

1Department of Materials Science and Engineering, University of California Berkeley, Berkeley, California, USA
2Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, California, USA

3Theory and Simulation of Materials (THEOS) and National Center for Computational Design
and Discovery of Novel Materials (MARVEL), École Polytechnique Fédérale de Lausanne, CH-1015, Lausanne, Switzerland

(Received 23 December 2024; revised 9 April 2025; accepted 22 May 2025; published 13 June 2025)

The development of manganese (Mn)-rich cathodes for Li-ion batteries promises to alleviate potential supply
chain bottlenecks in battery manufacturing. Fundamental challenges in Mn-rich cathodes arise from phenomena
such as structural changes due to cooperative Jahn-Teller (JT) distortions of Mn3+ in octahedral environments,
Mn migration, and phase transformations to spinel-like order, all of which affect the electrochemical perfor-
mance. These physically complex phenomena motivate an ab initio re-examination of the Li-Mn-O rock-salt
space, with a focus on the thermodynamics of the prototypical, LiMnO2 polymorphs. It is found that the gen-
eralized gradient approximation (GGA-PBEsol) and meta-GGA (r2SCAN) density functionals with empirically
fitted on-site Hubbard U corrections yield spurious stable phases for LiMnO2, such as predicting a phase with
γ -LiFeO2-like order (γ -LiMnO2) to be the ground state instead of the orthorhombic (Pmmn) phase, which is the
experimentally known ground state. Accounting for antiferromagnetic order in each structure is shown to have
a substantial effect on the total energies and resulting phase stability. By using hybrid-GGA (HSE06) and GGA
with self-consistent Hubbard parameters (on-site U and inter-site V ) calculated from linear response theory,
the experimentally observed LiMnO2 phase stability trends are recovered. The calculated on-site U between
Mn-3d states in the experimentally observed orthorhombic, layered, and spinel phases are significantly smaller
than U in γ -LiMnO2 and disordered layered structures, by 0.5–0.6 eV within GGA. The smaller values of U
are shown to be correlated with a collinear ordering of JT distortions, in which all eg orbitals are oriented in
the same direction. This cooperative JT effect can lead to greater electron delocalization from Mn along the eg

states due to increased Mn-O covalency, which contributes to the greater electronic stability compared to the
phases with noncollinear JT arrangements. The structures with collinear ordering of JT distortions also generate
greater vibrational entropy, which helps stabilize these phases at high temperature. These phases are shown to
be strongly insulating with large calculated band gaps >3 eV, which are computed using HSE06 and G0W0.

DOI: 10.1103/99jn-17v6

I. INTRODUCTION

The manufacturing and deployment of lithium-ion (Li)
batteries have experienced rapid growth, driven by their ap-
plication in electric vehicles, large-scale energy storage of
intermittent energy sources (e.g., wind and solar power), and
personal electronic devices [1–5]. To meet the growing de-
mand for Li-ion batteries, it is imperative that sustainable
cathode chemistries based on earth-abundant elements are
developed to prevent potential supply chain bottlenecks [5,6].
Manganese (Mn)-rich cathodes have emerged as strong can-
didates for such technologies, as Mn is significantly cheaper
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and more earth-abundant than nickel (Ni) and cobalt (Co),
which are the commonly used transition metals (TMs) in
commercialized Li-ion batteries [6,7].

Many conventional cathode materials have been synthe-
sized with the chemical formula LiMO2, where M can be
either a single species or an admixture of TMs and other met-
als. These are rock-salt type structures, in which the oxygen
(O) sublattice is face-centered cubic (FCC) and the cations
are distributed in the interstitial octahedral sites of the anion
sublattice. Commonly used LiMO2 cathode compositions are
typically rich in either Ni or Co, and crystallize in a lay-
ered structure with the R3̄m space group [8–10]. LiMnO2 is
particularly unique because its ground state is the orthorhom-
bic (Pmmn) phase [10–12]—in contrast with the Ni and Co
counterparts—and is characterized by corrugated layers of Li
and Mn. This type of cation ordering is not observed as the
ground state in any other reported LiMO2 composition [10].

To date, various LiMnO2 phases have been explored
as potential cathode materials. In particular, three LiMnO2

polymorphs have been experimentally reported: (i) the
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Mn (up) Mn (down) Li O Long Mn-O
(JT axis)

(a) Orthorhombic (Pmmn) (b) Spinel (I4/amd) (c) Layered (C2/m)

(d) Disordered layered (P-1) (e) γ-LiMnO2 (P43212) (f) ε-LiMnO2 (P42/mmc)

FIG. 1. Structures of the LiMnO2 phases that are examined in this study. The majority (up, purple) and minority (down, blue) spin channels
of Mn are distinguished to display the ground state AFM orderings that we identify. The long Mn-O bonds (JT axis) are shown in orange
and Li-O bonds are omitted for clarity. The space groups are labeled in parentheses. The spinel phase (b) is specifically the lithiated spinel
(Li2Mn2O4 in spinel notation). In ε-LiMnO2 (f), all JT axes are aligned perpendicular to the page and are not visible in the figure.

aforementioned orthorhombic (Pmmn), (ii) the (lithiated)
spinel (I4/amd), and (iii) the layered (C2/m) phases; these
are shown in Figures 1 (a)–(c), respectively [12–15]. In these
LiMnO2 phases, a Jahn-Teller (JT) distortion of Mn3+ occurs,
characterized by the elongation of two axial Mn-O bonds
and the shortening of four equatorial Mn-O bonds within
the MnO6 octahedra [16]. The direction of the (longer) ax-
ial Mn-O bonds, which we will refer to as the JT axis,
are highlighted in orange in Fig. 1. The JT axes within the
experimentally refined orthorhombic (ortho), spinel, and lay-
ered LiMnO2 phases are collinearly aligned [Figs. 1(a)–1(c)]
[13–15,17–19]. The collinear ordering of JT distortions leads
to a lowering of symmetry in layered LiMnO2 (C2/m space
group) compared to layered LiNiO2 and LiCoO2 (R3̄m space
group) [8–10]. The tetragonal symmetry of spinel LiMnO2 (or
Li2Mn2O4 in spinel notation) also arises from the collinear
ordering of JT distortions, as the delithiated states of spinel
LiMn2O4 and λ-MnO2, which contain some or all Mn4+, have
cubic symmetry (Fd 3̄m) at ambient temperature [15,20].

Previous experiments have indicated that these LiMnO2

phases are thermodynamically competitive with each other.
The ortho phase is experimentally known to be the ground
state [12,17], but differences in the synthesis precursors or
conditions can lead to layered or spinel forming as impurity
phases [21–23]. The substitution of some Mn by Al or many
other metals can lead to increased stability of the layered
phase [11,24]. Phase-pure layered LiMnO2 can be synthe-
sized typically through ion-exchange from NaMnO2 [13,14].
Phase-pure spinel LiMnO2 can be formed by lithiating spinel
LiMn2O4 [20]. When layered or ortho-LiMnO2 are electro-
chemically cycled, they tend to transform to a spinel-like
phase [21–23,25].

These experimental observations suggest that the free en-
ergy differences among these LiMnO2 phases should be
relatively small. Thus quantifying the relative stability of these
polymorphs using ab initio calculations would provide valu-
able insights and is the objective of our investigation. As we
will show, capturing the relative energy differences among
LiMnO2 polymorphs is complicated by the strong interplay
between electron localization, JT distortions, and magnetic
ordering, making this a challenging test case for modern
electronic structure theory. In an early study, Mishra et al.
showed that capturing antiferromagnetic (AFM) order and use
of accurate density-functional theory (DFT) techniques are
required to predict ortho as the lowest energy structure among
the experimentally known LiMnO2 phases [11]. In our study
we apply a similar analysis, but using more recently devel-
oped DFT methodologies. We further investigate additional
LiMnO2 orderings that have not been experimentally reported
and previously overlooked in ab initio studies, but that we
find to have comparable energies to the known phases. These
phases are the following: (i) the disordered layered phase,
which is a layered structure containing 25% mixing between
Li and Mn layers, (ii) γ -LiMnO2, which has the same cation
order as the γ -LiFeO2 phase [26], and (iii) ε-LiMnO2 where
Mn and Li are ordered into nearest cation neighbor Mn4 and
Li4 tetrahedral columns. The ε phase is a low-energy structure
that we have found from Monte Carlo simulations performed
using a cluster expansion lattice model trained on the rock-salt
LiMnO2-Li2MnO3 phase space (more details in Sec. VI of
Ref. [27]). The disordered layered, γ , and ε-LiMnO2 phases
are shown in Figs. 1(d)–1(f), respectively. We note that the
(DFT-relaxed) structures of disordered layered [Fig. 1(d)]
and γ [Fig. 1(e)] contain JT axes that are not all collinearly
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aligned, which is different from ortho, layered, spinel, and ε

[Figs. 1(a)–1(c) and 1(f)].
In order to accurately model these LiMnO2 phases, ab

initio methodologies that can precisely capture the local-
ized nature of Mn-3d states are needed, which presents a
challenge for DFT approximations [28,29]. Specifically, the
self-interaction error (SIE) [30] that is inherent to semilocal
DFT approximations tends to be especially large in localized
3d states, and it can contribute to the overdelocalization of 3d
electrons, incorrect prediction of metallic states in insulating
TM oxides [29,31], and poor prediction of TM oxidation re-
action energies [32]. To overcome these limitations, Hubbard
corrections are conventionally added to generalized gradient
approximation (GGA) functionals [32,33]. It has been argued
early on that the key role of this Hubbard U term is to en-
force piecewise linearity of the Hubbard manifold, resulting
in the correction of SIE [34,35]. Within this framework, the
on-site Hubbard U corrective term physically translates to
a local potential constraining the electronic states projected
onto the TM-3d manifold to be as spatially confined as possi-
ble [28,31,34,36]. In our calculations, the Hubbard U that we
impose is on the Mn-3d manifolds, unless otherwise stated.

Besides purely on-site contributions, it has been shown
that applying an additional intersite Hubbard V parame-
ter (GGA + U + V )—i.e., a hybridizing interaction between
TM-3d and O-2p nearest neighbors – can further improve
predictions of structural, energetic, and magnetic properties
in TM oxides exhibiting strong TM-O covalency [37–42].
The Hubbard parameters (HP) are generally determined either
by empirical fitting of experimentally known properties (e.g.,
band gaps, oxidation enthalpies) [32,43,44], or from ab initio
calculations, which can be based on linear response theory
DFT [34,45–48], constrained random-phase approximation
[49–51], Hartree-Fock based methodologies [41,52–54], and
machine learning techniques [55–57]. When HP are obtained
from empirical fitting, they are generally held constant for
each TM element across all the considered structures. This
scheme is frequently used, especially for high throughput
workflows, as the computationally expensive calculation of
HP can be avoided [32]. However, the ab initio calculated HP
for a given species can vary significantly depending on the
local environment and oxidation state [46,48,58]—variations
that cannot be captured by empirical fitting procedures.

Another way of building upon the GGA functional is
to incorporate electron kinetic-energy density corrections to
the exchange-correlation energies, in the so-called meta-
GGA functionals. Meta-GGAs, particularly the SCAN family
(SCAN, rSCAN, r2SCAN), have consistently outperformed
GGAs in predicting formation enthalpies and structural prop-
erties [59–65]. Kitchaev et al. further demonstrated SCAN’s
superior accuracy in modeling the MnO2 polymorph energet-
ics within TM oxides [66]. Given the improved performance
of SCAN and r2SCAN over GGA, Hubbard corrections are
not commonly applied to these functionals, although Gautam
et al. recently demonstrated that adding an empirically fitted
Hubbard U correction to SCAN and r2SCAN can enhance
the prediction of oxidation enthalpies and polymorph ground
states in several TM oxides [43,44].

An alternative strategy to mitigate the self-interaction er-
ror (SIE) in generalized gradient approximations (GGAs)

involves incorporating a fraction of exact (Fock) exchange
into the electronic exchange energy calculation, as im-
plemented in hybrid functional methods [67,68]. Hybrid
functionals, particularly HSE06 [69], have been demonstrated
to accurately predict lattice parameters, formation energies,
and band gaps of TM oxides [70–72]. For a rigorous evalua-
tion of quasiparticle band structures, however, the GW method
provides a more robust many-body framework, especially for
the calculation of electron excitation energies [73,74]. While
GW generally performs well for predicting band gaps of
conventional semiconductors [75–77], a careful selection of
the DFT starting point has to be made when dealing with
TM oxides, as the accuracy of the GW self-energy evaluation
heavily depends on the quality of the electronic ground state,
especially for single-shot (G0W0) calculations [78,79].

In this work, we apply the DFT methods we discussed
above, namely GGA + U (+V ), r2SCAN(+U ), and HSE06
to evaluate the phase stability of the LiMnO2 polymorphs.
The paper is organized as follows: in Sec. II, we provide
the details of the computational schemes we used, while in
Sec. III A, the LiMnO2 phase stability results are presented.
We find that accounting for AFM order is vital to obtain
more accurate phase stability trends across several levels of
theory, which is consistent with the results of Mishra et al.
[11] and Singh [80]. We encounter challenges when applying
PBEsol [81] and r2SCAN [62] with or without empirically
tuned values of Hubbard U , to the various AFM LiMnO2

phases, as the predicted ground state is the γ -LiMnO2 phase
and not the orthorhombic LiMnO2, which is inconsistent with
experimental observations. We are thus required to assess
more computationally complex schemes such as HSE06 and
PBEsol with self-consistent Hubbard parameters. Using these
computational methodologies, we recover relative energies in
closer agreement with experiments. We assess the phase sta-
bility at elevated temperature by performing harmonic phonon
calculations within PBEsol + U and determine the vibrational
free energy as a function of temperature. To rationalize the
differences in predicted phase stability, we analyze the proper-
ties related to the electronic structure that each method yields.
Specifically, in Sec. III B, the self-consistently calculated HP
in all LiMnO2 phases and their correlation with the struc-
tural and electronic properties are examined. In Sec. III C,
we analyze electronic properties such as the electron density,
density of states, and band structure of ortho-LiMnO2 across
the different DFT approximations. In the absence of experi-
mental data on the electronic structure, we present theoretical
predictions of the band structure and excitation energies. Our
calculations using HSE06 and G0W0 characterize the system
as a wide band gap insulator, with the band gap estimated to
be >3 eV. In Discussion (Sec. IV), we further rationalize the
relation between the ion configuration, electronic structure,
and phase stability trends in these polymorphs.

II. METHODS

We use a variety of DFT functionals to perform structural
relaxations and calculate total energies of the LiMnO2 phases.
The Vienna ab initio simulation package (VASP) [82–85] is
used for the structural relaxations performed within PBEsol +
U , r2SCAN(+U ), and HSE06. When “+U” is used, a
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Hubbard U is applied on the Mn-3d manifolds with values
of U that have been empirically fitted in previous studies
[32,44]. The pymatgen package is used to generate and
manipulate structures, create calculation inputs, parse the cal-
culation outputs [86], identify symmetries, and compute x-ray
diffraction (XRD) patterns. QUANTUM ESPRESSO (QE) [87,88]
is used for its implementation of extended Hubbard param-
eters (PBEsol + U + V ) and density functional perturbation
theory (DFPT) for self-consistent calculations of Hubbard U
and V parameters [46,89–91]. The total energies and relaxed
structures computed using these methods are openly available
in the MPContribs platform [92]. The details of the DFT
calculations, including the pseudopotentials, energy cutoff,
and convergence criteria are listed in Sec. I of Ref. [27]. To
demonstrate the consistency between the energy differences
obtained with VASP and QE, we use them to evaluate the
energies of the LiMnO2 phases using PBEsol + U , scanning
U from 3 to 7 eV. The results are reported in Fig. S1 [27],
which show good compatibility between the two codes.

The ε phase was found from canonical Monte Carlo (MC)
simulations at the LiMnO2 composition, using a cluster ex-
pansion (CE) on a rock-salt Li+-Mn3+-Mn4+-O2− lattice. The
CE model construction and MC simulations were performed
using smol [93]. More details are described in Sec. VI of
Ref. [27].

The AFM ground state of each phase is identified by
enumerating ∼30 collinear AFM orderings and relaxing
each structure within PBEsol + U (U = 3.9 eV, VASP). The
AFM orderings were enumerated using the Magnetic
StructureEnumerator module developed by Horton et al.
in pymatgen [86,94]. The AFM ground state of ortho-
LiMnO2 that we identify is identical to the AFM structure that
was experimentally refined by Greedan et al. using neutron
diffraction (ND) [17].

The self-consistent calculations of the Hubbard parameters
(HP) within PBEsol are performed using DFPT as imple-
mented in the HP module of QE [90]. To converge the HP,
we perform iterations in which U and V are computed using
DFPT followed by a relaxation of the structure with these HP
within PBEsol + U + V . This procedure is repeated until all
U and V values are converged to within 10 meV between
iterations. The values of the converged HP are shown and ana-
lyzed in Sec. III B. Each DFPT calculation requires the ground
state electron density and wave functions, which are computed
from static self-consistent field (SCF) calculations within
PBEsol + U + V . We also compute the self-consistent Hub-
bard U within r2SCAN using QE, using the finite-difference
linear response approach based on supercells [34] instead of
DFPT, since the current version of QE (version 7.4) does not
support DFPT calculations with meta-GGA functionals. The
r2SCAN calculations in QE are performed using the interface
with the Libxc library of density functionals [95]. Further-
more, we perform the self-consistent calculation of U for
r2SCAN at the structural geometries relaxed using VASP, since
variable-cell structural optimizations are not yet implemented
for r2SCAN in QE. Due to the current limitations of the codes,
we present the r2SCAN + Usc results in Ref. [27]. More
details of the self-consistent HP calculations are shown in
Sec. II of Ref. [27].

To obtain the vibrational properties, harmonic phonon cal-
culations are computed using the frozen phonon method with
PHONOPY and VASP [84,96]. Each LiMnO2 phase is relaxed
within its respective AFM ground state and atomic displace-
ments are generated on a supercell. The dynamical matrix is
constructed by computing the forces in each supercell by per-
forming SCF calculations. We use PBEsol + U (U = 3.9 eV)
for the phonon calculations, as it has been previously shown
that PBEsol + U can predict phonon frequencies with good
accuracy in a range of TM oxides [97–100].

In Sec. III C, we compute the electronic structure of
ortho-LiMnO2 using the range of DFT functionals we have
discussed, to obtain the electron density, density of states,
magnetic moments, and band gaps. For these calculations,
we fix the atomic positions to the primitive cell of the AFM
ortho-LiMnO2 structure that was previously refined from ND
by Greedan et al. [17] The band structure of ortho-LiMnO2

is computed using PBEsol + U , HSE06, and single-shot GW
(G0W0). SeeK-path is used to select the high symmetry path
through the first Brillouin zone [101], which satisfies the
magnetic symmetry of the primitive cell of AFM ortho-
LiMnO2 described by the C2/c space group, which is of
lower symmetry than the nonmagnetic structure (Pmmn). The
PBEsol + U band structure is computed using QE and its
ground state wave functions are used as a starting point for
the G0W0 calculations, which are performed using BERKE-
LEYGW [102,103]. The single-particle Green’s function (G)
and screened Coulomb interaction (W ) are constructed using
the wave functions generated from PBEsol + U . To calculate
W , the dielectric matrix (ε) is computed within the random
phase approximation. More details are shown in Sec. V of
Ref. [27].

III. RESULTS

A. LiMnO2 phase stability

We evaluate the phase stability of the LiMnO2 polymorphs
at 0 K by performing structural relaxations and calculating
the total energy using PBEsol + U , r2SCAN, and r2SCAN
+ U (U (PBEsol) = 3.9 eV [32] and U (r2SCAN) = 1.8 eV
[44]). Within each functional, we evaluate the energy of each
structure relative to ortho-LiMnO2 with all structures contain-
ing either FM or AFM spin ordering, as shown in Figs. 2(a)
and 2(b), respectively. Hereafter, we use the notation �EX ≡
EX − Eortho to represent the energy of phase X relative to
ortho-LiMnO2, where a positive value of �EX implies that
ortho-LiMnO2 is lower in energy than X.

The results in Fig. 2(a) show that with FM spin order,
the ortho phase is higher in energy than all the consid-
ered LiMnO2 polymorphs, with the exception of ε. The
γ -LiMnO2 structure is clearly the ground state as �Eγ ≈ −30
meV/atom. Disordered layered is the second lowest in en-
ergy and is ∼8 meV/atom below layered LiMnO2. Layered
and spinel are both predicted to be slightly lower in energy
than ortho by <5 meV/atom. The trends produced by all the
applied DFT functionals are similar.

These results clearly contradict experimental observations
reporting ortho as the ground state [12,17]. The prediction of
γ to be the ground state is almost certainly incorrect, as the
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FIG. 2. DFT energy of LiMnO2 phases relative to ortho-LiMnO2

in the (a) FM and (b) AFM spin configurations, and (c) energy
differences between the AFM and FM spin orderings (�EAFM-FM).
Energies are computed with PBEsol + U (U = 3.9 eV), r2SCAN,
and r2SCAN + U (U = 1.8 eV) in VASP.

γ -LiFeO2-like cation ordering has never been reported for the
LiMnO2 composition. Furthermore, disordered layered is pre-
dicted to be lower in energy than layered, implying a negative
antisite defect formation energy, which is inconsistent with the
synthesis of well-ordered metastable layered LiMnO2 [13,14].

With AFM spin ordering [Fig. 2(b)], γ remains the ground
state, but its energetic advantage over the orthorhombic struc-
ture has decreased compared to the FM case [Fig. 2(a)]. The ε

structure is again slightly higher in energy than ortho but more
stable than layered and spinel. There is no significant energy
difference between disordered layered and layered LiMnO2.

The notable differences in phase stability predicted with
AFM order compared to the FM case indicate that the in-
fluence of magnetic order on the total energy varies greatly
by phase, consistent with earlier findings [11]. To quan-
tify the effect of magnetic configuration, we calculate the
energy difference between the AFM and FM configura-
tions (�EAFM−FM) for each LiMnO2 phase and plot them
in Fig. 2(c). We find that all structures are significantly
more stable in their AFM ground state compared to the
FM state. Ortho and ε are stabilized the most by AFM
order, with �EAFM−FM≈ − 20 to −25 meV/atom (≈ − 80
to −100 meV/Mn) within PBEsol + U or r2SCAN + U .
While AFM order also lowers the energy of layered and
spinel, (�EAFM-FM≈ − 10 to −15 meV/atom) its effect is
slightly smaller in magnitude than for ortho and ε. Within
the γ and disordered layered structures, �EAFM-FM is smaller
(∼5 meV/atom). These variations in �EAFM-FM explain why
the order of phase stability changes when all structures are
in their AFM ground state compared to the FM case. We
note that the absolute values of �EAFM-FM calculated from
r2SCAN are consistently larger compared to PBEsol + U and
r2SCAN + U . Despite this discrepancy, the qualitative trends
of �EAFM-FM among these phases are similar across these
DFT approximations.

The phase stability predicted within AFM order are more
consistent with experiment than in the FM case, as ortho is
lower in energy than layered and spinel [Fig. 2(b)]. But certain
trends are still questionable, as γ is the predicted ground state
and ε is lower in energy than layered and spinel. Furthermore,
the degeneracy of disordered layered and layered would in-
dicate that there is no energy requirement to form specific
anti-site defects in layered. We thus assess the phase stability
of the LiMnO2 polymorphs using electronic structure methods
that enforce electron localization in more select ways, such
as PBEsol + U + V and the HSE06 hybrid functional. We
also assess whether employing self-consistently calculated
U and V parameters [PBEsol + (U + V )sc] can significantly
affect the results. We thus evaluate the energy of each AFM
LiMnO2 phase relative to ortho using HSE06, PBEsol + Usc,
and PBEsol + (U + V )sc, with the results shown in Fig. 3.

Using these DFT functionals, we largely recover the ex-
perimental trends across all the investigated LiMnO2 phases.
HSE06 (purple bars in Fig. 3) correctly predicts the ortho
phase to be the ground state of LiMnO2, although it is only
marginally (≈1 meV/atom) lower in energy than γ . The ε

structure is only slightly higher in energy than ortho (�Eε ≈
2 meV/atom) and lower in energy than layered and spinel.
Disordered layered becomes ∼7 meV/atom higher in energy
than layered, which corresponds to a substantial anti-site de-
fect formation energy (�Ea-s,f) of 112 meV/defect (there is
one defect per Li4Mn4O8 in disordered layered).

The phase stability predicted within PBEsol + (U + V )sc

(green bars in Fig. 3) shares similar features with HSE06.
Ortho is predicted to be the ground state. However, γ and
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FIG. 3. DFT energy of the LiMnO2 polymorphs relative to ortho,
in their respective ground state AFM spin configurations. The func-
tionals used are HSE06, PBEsol (GGA) with self-consistently (sc)
determined U (PBEsol + Usc), PBEsol + (U + V )sc, and PBEsol
with averaged (avg) U = 6 eV and V = 0.6 eV.

disordered layered are both significantly higher in energy
relative to ortho (�Eγ ≈ �Edis lay ≈ 25 meV/atom). This
energy difference corresponds to �Ea-s,f ≈ 400 meV/defect
in layered, which is much larger than the value predicted
by HSE06. The energy of layered, spinel, and ε relative to
ortho-LiMnO2 are in close agreement with HSE06. If we
neglect the intersite V parameter and include only the self-
consistent on-site U correction (PBEsol + Usc – light blue
bars in Fig. 3), we find that the energy differences are very
close to the PBEsol + (U + V )sc results. The only significant
differences are that �Eγ and �Edis lay are slightly smaller in
PBEsol + Usc compared to PBEsol + (U + V )sc. Thus cap-
turing the variations in self-consistent U gives the leading
contribution for an accurate prediction of LiMnO2 phase
stability.

We note that we have evaluated the LiMnO2 energetics
using r2SCAN + Usc, as shown in Fig. S3 [27], which largely
recovers the same trends as PBEsol + Usc(+Vsc) – namely or-
tho is the ground state, γ is significantly higher in energy than
ortho, and disordered layered is higher in energy than layered.
There are discrepancies in our linear response calculations of
U within r2SCAN compared to PBEsol, primarily since DFPT
and variable-cell structural relaxations within r2SCAN are not
yet implemented in the current version of QE; for this reason
these results are reported in Ref. [27].

The LiMnO2 energies are also evaluated using PBEsol
with averaged Hubbard parameters [PBEsol + (U + V )avg] of
U = 6 eV and V = 0.6 eV, which are roughly the average of
the self-consistent U and V values across all the structures
(red bars in Fig. 3). PBEsol + (U + V )avg yields the spurious
phase stability trends that were observed in PBEsol + U and
r2SCAN(+U ) [Fig. 2(b)], namely, γ is the predicted ground
state and disordered layered is nearly equal in energy to
layered. Therefore the self-consistently calculated and struc-
turally informed Hubbard parameters are essential in order
to obtain relative phase stability that is more consistent with
experiments.

The phase stability assessed thus far has been restricted
to T = 0 K. We include finite-temperature effects by evalu-

FIG. 4. Total free energy (F ) relative to ortho-LiMnO2 as a
function of temperature. F (T ) is the sum of the vibrational free en-
ergy and DFT energy. Harmonic phonon calculations are performed
within PBEsol + U (U = 3.9 eV) and DFT energies are computed
within PBEsol + (U + V )sc.

ating the harmonic phonon contribution to the free energy
(Fvib(T ) = Evib(T ) − T Svib(T )) and adding it to the elec-
tronic PBEsol + (U + V )sc total energy at 0 K (Eele): F (T ) =
Eele(T = 0) + Fvib(T ). The calculated phonon density of
states for each phase is shown in Fig. S5 [27]. For simplicity,
we evaluate Fvib(T ) only at the PBEsol + U level in the AFM
configuration. Figure 4 shows the calculated F (T ) of each
phase relative to ortho-LiMnO2 as a function of temperature
from 0 to 1000 K (we denote �Fx(T ) as the free energy
difference of phase X relative to ortho). The free energy of
ortho is lower than all the other phases across the entire
temperature range considered. The experimentally observed
metastable layered and spinel are only <5 meV/atom higher
in energy than ortho-LiMnO2 across this temperature range.
The ε phase is ≈2 meV/atom higher in energy than ortho
and slightly lower in energy than both layered and spinel.
The changes in �Fx(T ) for layered, spinel, and ε are small
(<1 meV/atom) across this temperature range. For the γ

and disordered layered phases, �Fx(T ) increases significantly
with temperature. Thus the vibrational entropy appears to help
stabilize ortho, layered, spinel, and ε relative to the γ and
disordered layered phases at elevated temperature.

B. Self-consistent Hubbard parameters of LiMnO2

We have shown that the phase stability predicted with
HSE06, PBEsol + Usc(+Vsc), and r2SCAN + Usc better re-
flects experimental observations, compared to those obtained
with PBEsol and r2SCAN, with or without empirical Hubbard
parameters (HPs). Specifically, all the methods with empirical
or averaged HPs, whether with an on-site U or including
inter-site V , yield the γ phase to be the ground state. We
believe this result to be almost certainly incorrect since γ has
never been experimentally reported for LiMnO2.

The self-consistently determined Hubbard parameters from
the PBEsol + (U + V )sc and PBEsol + Usc calculations of
each phase are listed in Table I. Importantly, as shown
by Timrov et al., these computed HPs are not transferable
across different pseudopotentials or forms of Hubbard pro-
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TABLE I. Hubbard on-site U (Mn 3d), intersite V (Mn3d-O 2p) parameters, and JT bond ratios ( avg. long
avg. short ) in the LiMnO2 phases. Hubbard

parameters (in units of eV) are self-consistently calculated using DFPT. Only the distinct values of each property are listed. V of the short
(1.9–2.0 Å) and long (2.2–2.3 Å) Mn-O bonds are shown in separate rows. Reference values of the JT bond ratios from experimentally refined
structures are listed.

Disordered
Method Property Orthorhombic Layered Spinel γ layered ε

PBEsol U 5.81 5.79 5.81 6.36 5.92, 6.25, 6.34 5.81
+ U + V V (short) 0.72, 0.59 0.65 0.66, 0.65 0.74–0.79 0.64–0.77 0.71, 0.59

V (long) 0.38 0.30 0.31 0.57, 0.54 0.36–0.57 0.35
JT bond ratio 1.189 1.203 1.200 1.152 1.156, 1.211, 1.138 1.190

PBEsol U 6.01 6.01 6.02 6.49 6.08, 6.40, 6.44 6.01
+ U JT bond ratio 1.181 1.191 1.189 1.134 1.148, 1.189, 1.125 1.181

Exp JT bond ratio 1.182, 1.192 [17,18] 1.201 [13] – – – –
1.194 [19]

jectors, since they can have different degrees of localization
[46,90]. Within PBEsol + (U + V )sc, the self-consistent U of
γ -LiMnO2 is 6.4 eV, which is ∼0.6 eV larger than that in
ortho, layered, spinel, and ε-LiMnO2 (U ∼ 5.8 eV). In the dis-
ordered layered phase, the calculated U span a range of values
(5.92–6.34 eV). Within PBEsol + Usc, the trends among the
calculated Hubbard U are qualitatively similar, with the key
difference being that the Hubbard U parameters of each phase
are systematically larger by ∼0.17 eV on average compared
to PBEsol + (U + V )sc. Within r2SCAN, the values of U are
∼4.5 eV (Table S2 [27]), which are systematically smaller by
>1 eV compared to PBEsol; though we note that the differ-
ences between the Hubbard U calculated within r2SCAN and
PBEsol arise in part due to the different pseudopotentials used
(more details in Sec. II of Ref. [27]). The larger values of the
calculated Hubbard U in γ and disordered layered are very
likely the main reason why these phases are predicted to be
unstable relative to ortho-LiMnO2 within PBEsol + Usc(+Vsc)
and r2SCAN + Usc. Therefore the phase stability trends can be
dictated by the nature of electron-electron interactions, which
are more genuinely captured by the HPs calculated from the
linear response framework.

We also observe variations in the extent of Mn JT distor-
tions in each phase, which we measure by evaluating the ratio
between the averaged long Mn-O bond length and averaged
short Mn-O bond length (we will refer to this quantity as the
JT bond ratio = avg. long

avg. short ). Within PBEsol + (U + V )sc, the
predicted JT bond ratio of γ is significantly smaller than that
of ortho, layered, spinel, and ε (Table I). Within disordered
layered, the JT bond ratios, as well as the Hubbard U , span a
range of small and large values. These trends are also observed
within PBEsol + Usc, which suggests that the self-consistent
U and extent of JT distortion are related. The predicted JT
bond ratios within PBEsol + Usc are systematically smaller
compared to PBEsol + (U + V )sc, which we attribute to the
increased electron localization when excluding the intersite V
term. In general, the JT bond ratios predicted by PBEsol +
(U + V )sc are in better agreement with the experimentally
refined structures of orthorhombic and layered LiMnO2 in the
International Crystal Structure Database (ICSD), although the
differences between PBEsol + (U + V )sc and PBEsol + Usc

are rather small.

The variations in the Hubbard parameters can also be
correlated with the local electronic structure and bonding
environments. We provide correlation plots between the self-
consistent values of U (from PBEsol + (U + V )sc) and Mn
magnetic moments in Fig. 5(a), and the values of V with
Mn-O bond length in Fig. 5(b). There is a strongly linear
relation between Hubbard U and Mn magnetic moment, with
a coefficient of determination R2 = 93.96% [Fig. 5(a)]. A
similar linear relation is also found for PBEsol + Usc (shown
in Fig. S2 [27]). This strongly linear relation between U and
Mn moment indicates that the self-consistent U reflects the
degree of electron localization on each Mn site. To demon-
strate that the variation in Mn magnetic moments is not an
artifact of the distinct values of applied HPs, we compare the
Mn magnetic moments calculated using averaged HPs (U =
6 eV and V = 0.6 eV) with the Mn moments calculated using
PBEsol + (U + V )sc in Fig. S6 [27], which shows that the
magnetic moments from both methods are very close (RMSE
= 0.008 μB).

The larger values of U specifically arise on Mn atoms that
are part of 180◦ Mn-O-Mn complexes in which one Mn-O
bond is long (∼2.3 Å) and the other is short (∼1.9 Å). In
the following discussion, we will refer to a Mn taking part
in this type of complex as possessing a “noncollinear” JT
distortion, while the Mn that do not as having a “collinear”
JT distortion. In Fig. 5(a), we see that the Mn atoms with
collinear JT (green squares) have significantly smaller values
of Hubbard U and magnetic moment (PBEsol + (U + V )sc)
compared to the Mn with noncollinear JT (orange crosses).
In ortho, layered, spinel, and ε-LiMnO2, the JT axes are all
collinearly ordered (structures shown in Fig. 1), which leads
to a smaller U compared to γ -LiMnO2, in which the Mn have
a noncollinear JT distortion and larger U . Given that the elon-
gated Mn-O JT axis reflects a filled eg orbital, the noncollinear
arrangement almost certainly reflects filled-empty orbital or-
dering, consistent with the higher degree of localization and
higher U value.

In the disordered layered phase, the mixing between Mn
and Li layers leads to distinct Mn environments that include
both collinear and noncollinear JT distortions in the DFT-
relaxed configuration. We display the ionic and magnetic
structure of disordered layered LiMnO2 in Fig. 6, and tab-
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(a)

(b)

FIG. 5. Correlating self-consistent HPs from PBEsol + (U +
V )sc with the local electronic structure and bonding environments.
Plots of (a) Hubbard U with Mn magnetic moment and (b) V with
Mn-O bond length. All magnetic moments and bond lengths are
calculated from the self-consistent HPs. The values of HPs are dis-
tinguished by the noncollinear (orange crosses) and collinear (green
squares) JT distortions. Lines of best fit and R2 values are shown.

ulate the values of Hubbard U and magnetic moment [within
PBEsol + (U + V )sc] for each distinct Mn site. Mn1 and Mn2
only form 180◦ Mn-O-Li interactions, and thus we can clas-
sify these sites as having collinear JT distortions (Fig. 6).
Consequently, Mn1 and Mn2 have relatively small values of
U and absolute value of the magnetic moment. Mn3 and Mn4
take part in 180◦ Mn-O-Mn interactions with each other, in
which one Mn-O bond is long and the other short—thus both
have a noncollinear JT distortion. The values of U on Mn3
and Mn4 are significantly greater than that of Mn1 and Mn2.

We also observe a strongly linear correlation between V
and the Mn-O bond length (dMn-O) [Fig. 5(b)]. On first glance,
there appears to be a large spread in the values of V , although
the trend of V with dMn-O is approximately linear with a
R2 of 80%. The values of V can be partitioned into two
groups: one with Mn sites that have a noncollinear JT (orange
crosses in Fig. 5(b) and the other group consisting of Mn with
collinear JT distortions [green squares in Fig. 5(b)]. Within

Mn(#) U (eV) Moment ( B )

Mn1 5.92 −3.40

Mn2 5.92 −3.40

Mn3 6.25 3.44

Mn4 6.34 3.46

FIG. 6. Structure of the disordered layered phase and table of
Hubbard U and magnetic moments corresponding to each labeled
Mn, calculated within PBEsol + (U + V )sc. Mn atoms are distin-
guished by their spins (blue for up-spin, and purple for down-spin).
Green atoms - Li, red atoms - O.

these groups, the linear fits of V as a function of dMn-O become
remarkably more accurate, with R2 = 97%. The values of V
associated with Mn sites that have a collinear JT are signifi-
cantly smaller than the V on Mn sites with noncollinear JT, as
the lines of best fit are separated by > 0.1 eV in the examined
range of dMn-O. Thus the values of Hubbard U and V appear to
be correlated to the local Mn-3d orbital ordering. The linear
trend between V and dMn-O can be rationalized as a shorter
bond length reflecting stronger binding between the Mn-3d
and O-2p states, and thus leading to a larger hybridizing V
value.

C. Electronic structure of orthorhombic LiMnO2

We have observed large differences in the LiMnO2 phase
stability trends when different magnetic order and DFT ap-
proximations are applied. To rationalize these differences, we
analyze the electronic structure of ortho-LiMnO2. For these
calculations, we fix the atomic coordinates to the primitive cell
of the neutron diffraction refined AFM superstructure [17].
In the following discussion, the HPs imposed on PBEsol are
self-consistently calculated at the experimental configuration
(shown in Table III [27]), which are in good agreement with
the values shown in Table I.

The electron charge density (ρ) of ortho-LiMnO2 is com-
puted in the AFM and FM states using PBEsol + U + V . The
magnetic moment and band gap of these calculations are listed
in Table II. We compute the difference in ρ between these two
calculations (ρAFM - ρFM) and plot the isosurfaces in Fig. 7(a).
In the AFM state, ρ increases predominantly along lobes
oriented towards the Mn JT axis in the ĉ direction (yellow
in Fig. 7), resembling eg orbitals. The electron density also
decreases (blue in Fig. 7) around Mn along the lobes that are
approximately orthogonal to the JT axes, which correspond to
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TABLE II. Magnetic moment of Mn and band gap of ortho-LiMnO2 computed from self-consistent field calculations using various DFT
functionals (QUANTUM ESPRESSO). AFM order is used, unless otherwise stated.

PBEsol PBEsol PBEsol PBEsol
Property PBEsol +U +U + V +U + V (FM) +UMn,O + V HSE06

Mn moment (μB) 3.00 3.38 3.32 3.35 3.43 3.26
Band gap (eV) 0.9 1.6 2.0 1.2 2.5 3.1

t2g-like states. Thus there appears to be a rearrangement of ρ

near Mn, such that electrons are removed from t2g orbitals and
fill the eg orbitals. The shape of the positive isosurface along
the eg states is more diffuse compared to the more localized t2g

orbitals, indicating a more pronounced covalency between Mn
and the neighboring O along the JT axis. This increased cova-
lency is reflected in the slightly lower Mn magnetic moment
in the AFM state (3.32 µB) compared to the FM case (3.35 µB)
(Table II). We also observe significant rearrangement of ρ

near each O site, as ρ is decreased from lobes that are oriented
along ĉ having a 2p-orbital shape, and ρ is increased along
the 2p-like lobes oriented along [110]. The AFM order also
leads to a significantly larger band gap compared to FM (2.0
and 1.2 eV, listed in Table II). These substantial changes
in electronic structure driven by altering the magnetic order
should contribute to the large energy differences calculated
using different spin configurations.

To understand the differences between the DFT meth-
ods considered, we perform SCF calculations of AFM
ortho-LiMnO2 using PBEsol, PBEsol + U , PBEsol + U + V ,
PBEsol + UMn,O + V, and HSE06, where UMn,O refers to a
Hubbard U imposed on both the Mn-3d and O-2p mani-
folds. The Mn magnetic moment and band gap calculated
using each method are presented in Table II. The band gaps
increase from PBEsol to PBEsol + U , to PBEsol + U + V ,

MnO

Mn

O

Li Mn O

FIG. 7. Isosurfaces of the difference in charge density (ρ) be-
tween FM and AFM states of ortho-LiMnO2 [ρ(AFM) − ρ(FM)]
computed within PBEsol + U + V , visualized at two different crys-
tal orientations as shown in the top panels. The yellow (blue) regions
indicate areas of increased (decreased) ρ in the AFM structure. The
bonds highlighted in orange correspond to the long bond (∼2.3 Å) in
the Jahn-Teller complex.

to PBEsol + UMn,O + V . The magnetic moments do not in-
crease in the same order, as V tends to penalize larger on-site
moments. However, all the magnetic moments lie within a
reasonable range of each other, from 3 µB with PBEsol to 3.43
µB with PBEsol + UMn,O + V .

The energy levels and orbital character of the electronic
states can provide insights about the degree of electronic
hybridization and localization. The projected density of states
(pDOS) from the scf calculations on ortho-LiMnO2 are shown
in Fig. 8. We examine the energy range from 0 to −8 eV rel-
ative to the Fermi level (EF - which we refer to as the highest
occupied energy level) and contains the band manifolds that
are mostly Mn-3d and O-2p in character.

In the calculation using PBEsol, the states in the region
between 0 to −2 eV are predominantly Mn-3d in character
Fig. 8(a). The pDOS spectrum shows a sharp peak in the
region between −1 to −2 eV, which indicates that these Mn-
3d-like bands are relatively flat and unhybridized (the PBEsol
band structure is shown in Fig. S4 [27]). When an on-site
U is added (PBEsol + U ), these top valence states become
significantly more O-2p in character, while the states at lower
energy (−5 to −7 eV) become more Mn-3d in character
[Fig. 8(b)]. Thus the on-site U shifts the O-2p states higher
in energy relative to Mn-3d . The peaks in the pDOS at −1 to
−2 eV that are observed in PBEsol [Fig. 8(a)] are not present
in PBEsol + U [Fig. 8(b)], which indicates that these bands
have greater dispersion when U is applied. Indeed, it can
be seen from plots of the band structure that between −1
to −2 eV, the PBEsol bands (Fig. S4 [27]) are flatter than
PBEsol + U (Fig. 9). The pDOS spectrum computed within
PBEsol + U + V [Fig. 8(c)] is similar to PBEsol + U , with
the main difference being the increase in band gap when
adding the inter-site V term (2.0 eV compared to 1.6 eV in
PBEsol + U ).

When HSE06 is employed, the manifold of states in the
region between 0 to −1 eV becomes separated from the rest
of the states that are lower in energy [Fig. 8(d)]. We assign
the states in the 0 to −1 eV region to represent the eg orbitals,
while the states lower in energy to be the t2g orbitals, which
would be consistent with the crystal field theory of transition
metal octahedral complexes. Within this picture, the energy
separation between eg and t2g states represents the crystal field
splitting energy (�Ecf). Within HSE06, the t2g states (from
−5 to −7 eV) have slightly more O-2p character than Mn-3d ,
and the difference between the two is nearly uniform along the
entire energy range. The more uniform distribution of Mn-3d
and O-2p-like states in HSE06 suggests an increased Mn-O
hybridization and covalency.

The r2SCAN + U pDOS [Fig. 8(e)] shows a band gap
(1.7 eV) that is substantially smaller than the HSE06 band gap
(3.1 eV). However, the occupied manifold of r2SCAN + U is
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FIG. 8. Projected density of states (pDOS) of ortho-LiMnO2

computed using (a) PBEsol, (b) PBEsol + U , (c) PBEsol + U + V ,
(d) HSE06, (e) r2SCAN + U , and (f) PBEsol + UMn,O + V . Blue:
Mn-3d , orange: O-2p, and grey: total DOS. Energies are referenced
to EF.

in striking agreement with HSE06; in particular, both r2SCAN
+ U and HSE06 display energetically separated eg and t2g

states (i.e. a nonzero �Ecf) – a feature that is not present
neither in PBEsol + U nor in PBEsol + U + V . Interestingly,
within PBEsol, a nonvanishing �Ecf can be recovered by
applying an additional Hubbard U on the O-2p states [see
Fig. 8(f), PBEsol + UMn,O + V ]. Thus the manifestation of the

crystal field splitting appears to be intimately related to the
electronic localization on O-2p states.

Since we have assessed a large array of DFT methods,
it is important to evaluate the accuracy of each approxima-
tion. Given a lack of experimental data on the electronic
structure of ortho-LiMnO2, we perform a G0W0 calculation
as a reference point for a realistic description of the electronic
structure. The band structure of ortho-LiMnO2 is computed
using PBEsol + U , G0W0, and HSE06, which are all shown
in Fig. 9. The bands of the majority and minority spin chan-
nels are degenerate. To display the differences between the
electronic states calculated within G0W0 and its PBEsol + U
starting point (i.e., the self-energy corrections), we reference
the band energies of these two calculations to EF of the
PBEsol + U calculation in Figs. 9(a) and 9(b).

Within G0W0 [Fig. 9(b)], we observe a large renormal-
ization of the PBEsol + U band energies [Fig. 9(a)], with
self-energy corrections on the order of 1 eV in magnitude,
though the values of the self-energies are highly dependent
on the band and wave vector. The two empty eg conduction
bands are rigidly shifted upward in energy by ∼1.2 eV and the
valence bands are shifted down by up to >1 eV compared to
PBEsol + U [Fig. 9(a)], leading to a significantly larger band
gap (3.8 eV) compared to PBEsol + U (1.6 eV). There are
more band crossings in the t2g manifold within G0W0, which
highlights the larger dispersion of these bands compared to
PBEsol + U . The crystal field splitting �Ec f is ∼0.3 eV be-
tween the eg and t2g bands. In PBEsol + U , �Ecf vanishes
as an eg and t2g band are degenerate at � [Fig. 9(a)], which
is consistent with the PBEsol + U pDOS of Fig. 8(a). The
values of �Ecf and the eg band widths in G0W0 are close to
those in the HSE06 band structure [Fig. 9(c)] and r2SCAN +
U DOS [Fig. 8(f)], which validates the electronic structure of
the valence states predicted by these DFT functionals.

IV. DISCUSSION

In this study, we have computed the total energy of
the LiMnO2 polymorphs using several DFT methods and
evaluated harmonic phonon contributions to the free en-
ergy at finite temperature. Obtaining accurate phase stability
trends is not trivial in this system, as precise descrip-
tion of the AFM order and interplay between electronic
localization/hybridization are required. These effects are in-
adequately treated within more conventional DFT functionals
(e.g., PBEsol + U , r2SCAN, and r2SCAN + U , where val-
ues of U are empirically tuned), which lead to the spurious
prediction that γ -LiMnO2 is the ground state. Instead, DFT
schemes such as HSE06, PBEsol + Usc(+Vsc), and r2SCAN
+ Usc are needed to recover ortho-LiMnO2 as the ground
state. Furthermore, these functionals are necessary to predict
a disordered layered ordering to be higher in energy than the
layered phase, which represents an appreciable anti-site defect
formation energy in layered.

We find that an important aspect of the energy differ-
ence between all structures arises from the local variation
of self-consistently determined Hubbard parameters, espe-
cially the on-site U , which is why schemes with averaged
Hubbard parameters cannot reproduce the correct phase sta-
bility. Specifically, the self-consistent U and V are smallest
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(a) PBEsol+U (b) G0W0 (@PBEsol+U) (c) HSE06

FIG. 9. Electronic band structure of the ND-refined AFM ortho-LiMnO2 structure, computed using (a) PBEsol + U , (b) G0W0 starting
from the PBEsol + U wave functions, and (c) HSE06. The majority and minority spin channels are degenerate. In (b), the band energies are
referenced to the EF calculated from PBEsol + U and the PBEsol + U band structure is shown in light grey to highlight the G0W0 self-energy
corrections. Marked squares in (b) and (c) indicate the points where the band energies are computed and the lines are linear interpolations
between them.

in the ortho, layered, spinel, and ε phases (Table I). These
phases all exhibit a collinear ordering of the JT distortions,
in which all of the JT axes (and hence the eg orbitals)
are oriented in parallel. Capturing these local variations in
electronic interactions in DFT is key for obtaining accurate
energetics in this system, and likely would be important for
modeling other TM oxides rich in Mn3+ or other JT-active
ions (e.g., Ni3+ and Cu2+). HSE06 can also reasonably
capture these local differences in the electron-electron in-
teractions despite not explicitly applying these Hubbard
corrections, as it predicts orthorhombic to be the LiMnO2

ground state. Range-separated hybrid functionals such as
HSE06 more rigorously treat the screened electronic ex-
change interactions as they incorporate a fraction (0.25 in
HSE06) of exact Fock exchange to the short-range exchange
energy, which can provide an adequate correction to the self-
interaction error (SIE) [69,70]. This indicates that a major
source of the errors encountered in applying PBEsol + U
and r2SCAN (+U ) is the poor description of electronic
exchange, which can be remedied by calculating the HP self-
consistently.

The differences in formalism of the hybrid-GGA and GGA
with self-consistent HPs lead to a different phase stability
trend between the γ and ortho phases: within HSE06, γ is
only marginally higher in energy (∼1 meV/atom, Fig. 3) than
ortho-LiMnO2, while PBEsol + Usc(+Vsc) predict a much
larger energy difference (>20 meV/atom). It is difficult to
conclude which method is most accurate for this quantity, as
there is no known experimental measurement. However, we
note that within HSE06, we apply values of the fraction of
exact exchange (α = 0.25) and range-separation parameter
(ω = 0.2) that may not be the optimal values for each LiMnO2

phase. Methods have been proposed to nonempirically and
systematically tune the parameters within hybrid-GGA func-

tionals to more realistically describe the electronic screening
and/or minimize the SIE within a given structure [104–107]
– in the same spirit as the calculation of HPs from linear
response [34,37]. Thus it may be insightful in future studies
to evaluate the LiMnO2 phase stability using a nonempirically
tuned hybrid-GGA, though this would come at larger compu-
tational cost.

The improved treatment of electronic exchange within
HSE06 enables it to more accurately predict the band structure
of ortho-LiMnO2, as it shows reasonable agreement with the
many-body G0W0 method, especially in the band gap and
crystal field splitting (�Ec f ) (Fig. 9). These quantities are
more poorly described within PBEsol + Usc(+Vsc), which
we have attributed to an insufficient correction of SIE on
O-2p states, which can be alleviated by applying an addi-
tional Hubbard U correction on O-2p states (UO), r2SCAN +
U , or HSE06. The values of UO that we calculate from
DFPT are ∼9 eV (Table S3 [27]), which are larger than
the U values of Mn (∼6 eV), but in good agreement with
previous self-consistent calculations of UO within GGA
functionals [48,108]. The G0W0 and HSE06 methods pre-
dict large band gaps (3.8 and 3.1 eV, respectively) that
are significantly higher than previously reported calculations
[11,80,109–111], and indicate that these phases are strongly
insulating.

The electronic structure of these phases are heavily linked
to the magnetic order, as the AFM order is shown to increase
the covalency of Mn-O bonds, which likely contributes to the
significant lowering of energy in each AFM structure relative
to the FM state [Fig. 2(c)]. This enhancement in the hybridiza-
tion between the Mn-3d and O-2p states is correlated with an
improved prediction of phase stability [Fig. 2(b)]. Correlation
between AFM interactions and Mn-O covalency is consistent
with the theory of AFM “semicovalent exchange,” which was
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initially developed by Goodenough and Loeb to rationalize the
antiferromagnetism of various spinel and perovskite phases
[112–114]. Within this theory, a local AFM interaction would
lead to the formation of semicovalent bonds between a TM
and anion [112,113,115,116]. The large energy difference
between FM and AFM states in the ortho and ε structures
[�EAFM-FM ≈ −80 to −100 meV/Mn, shown in Fig. 2(c)]
suggests that the semicovalent exchange is particularly strong
in these phases and is an important factor that helps sta-
bilize them relative to the other LiMnO2 phases. The ion
configurations of ortho and ε-LiMnO2 (Fig. 1) contain 90◦
and 180◦ Mn-O-Mn channels for AFM interactions, whereas
layered and spinel only have 90◦ Mn-O-Mn channels. This
structural difference may be why AFM order can have a
stronger stabilizing effect on ortho and ε compared to the
other experimentally observed layered and spinel phases.

Despite the disparity of phase stability trends observed
across different DFT functionals, the energy differences be-
tween the experimentally known ortho, layered, and spinel
LiMnO2 phases are surprisingly consistent across each
method, which suggests a similarity in the electronic struc-
ture of these phases. The PBEsol + U (+V ), r2SCAN (+U ),
and HSE06 functionals all predict that the order of DFT
total energy from low to high energy is ortho → layered
→ spinel, when all structures are in their respective AFM
ground state [Figs. 2(b) and 3]. The energy relative to ortho
is 5–15 meV/atom for spinel and 3–8 meV/atom for layered,
depending on the functional used. The vibrational free energy
of these phases between T = 0 to 1000 K are also very
similar (Fig. 4). These observations theoretically confirm that
these phases are very thermodynamically competitive across a
wide range of temperatures. This thermodynamic competition
elucidates why many experimental procedures to synthesize
ortho LiMnO2 can lead to spinel and/or layered impurity
phases [21–24]. Since the energy differences at the LiMnO2

composition are small, minor off-stoichiometry in Li or Mn
content could possibly lead to changes in the phase stabil-
ity. If this is the case, then the presence of impurity phases
may be a result of particles containing off-stoichiometry or
following a somewhat different synthesis path. Indeed, it
has been previously shown from experiment and computa-
tion that upon delithiating layered or ortho LiMnO2, there
is a driving force to form the spinel phase (see Fig. S9)
[11,25,117–120].

Our calculations reveal that the previously unreported
ε-LiMnO2 is a potential low-energy phase, since it is predicted
to have an energy comparable to all of the experimentally
known phases across all levels of DFT assessed. Specifi-
cally, the ε structure is consistently predicted to be only
∼2 meV/atom higher in energy than ortho and lower in en-
ergy than layered and spinel. These results may be surprising,
as the ε cation ordering has never been reported. The low
energy of the ε phase can be rationalized from its similarities
in its structural and electronic properties with ortho, layered,
and spinel. Namely, we have shown that ε has a collinear
ordering of JT axes, comparable Mn magnetic moment, and
similar self-consistent Hubbard parameters to these phases.

To further evaluate the structural similarity of the ortho and
ε phases, we compute their XRD patterns, which are shown in

Figs. 10(a) and 10(c), respectively. Both ε and ortho-LiMnO2

share the same high intensity peaks at 2θ = 15◦, 25◦, 39◦,
45◦, and 62◦. The key differences in these patterns are in the
disappearance of one of two peaks at 37◦ for ε, and different
relative intensities among the peaks between 35−45◦. While
a low energy above the ground state is no guarantee for
synthesizability [121], its similar diffraction pattern compared
to ortho may have led ε to be missed in previously reported
LiMnO2 samples.

The γ phase is predicted to be the ground state within the
PBEsol and r2SCAN functionals, with or without averaged
Hubbard corrections [Figs. 2(a) and 2(b)]. Since the γ order-
ing has never been reported in the LiMnO2 composition from
experiment, we would expect it to be higher in energy than the
experimentally found phases. We simulate the XRD pattern of
γ and display it in Fig. 10(e), which clearly does not resemble
the XRD patterns of ortho, layered, or spinel [Figs. 10(a),
10(b), and 10(d), respectively]. Thus γ would almost certainly
not be mistaken for either of these phases, unlike the case of
ε. The γ structure corresponds to the cation ordering with the
lowest electrostatic energy among LiMO2 rock salt structures
[10]. Hence, the spurious LiMnO2 ground state prediction
is an indication that these methods inadequately capture the
specific energy contributions that stabilize ortho-LiMnO2, and
instead overly stabilize electrostatically favorable configura-
tions. Our results show that the phase stability and electronic
structure of LiMnO2 are more strongly influenced by the sub-
tle balance between electron localization and hybridization,
instead of electrostatics. The HSE06, PBEsol + Usc(+Vsc),
and r2SCAN + Usc methods appear to provide a more faithful
treatment of these aspects, enabling them to correctly predict
ortho-LiMnO2 as the ground state.

Our phonon calculations reveal that γ becomes more un-
stable relative to ortho as temperature is increased (Fig. 4),
due to its lower vibrational entropy. Disordered layered is
also destabilized by its lower phonon entropy, but to a smaller
extent than γ . Since γ and disordered layered are the only
phases considered that contain noncollinear arrangements of
JT distortions, we speculate that the vibrational properties are
closely linked to the degree and type of cation and orbital
ordering. To further investigate this correlation, we generate
a disordered LiMnO2 special quasi-random structure (SQS)
(methods described in Sec. VI of Ref. [27]) [122,123] and
compare the structural and vibrational properties to the afore-
mentioned LiMnO2 phases. Upon structural relaxation within
PBEsol + U , SQS-LiMnO2 contains a noncollinear arrange-
ment of JT distortions (structure shown in Fig. S7 [27]).
We compute the phonon entropy (Sph) of SQS-LiMnO2 as a
function of temperature and compare it to the other phases,
as presented in Table III (also plotted in Fig. S8 [27]). At
300 K, SQS-LiMnO2 has a very comparable Sph compared
to disordered layered and γ . These three phases have a no-
ticeably lower Sph (by 0.3−0.5 kB/f.u.) compared to ortho,
layered, spinel, and ε-LiMnO2, which have very similar Sph

at 300 K (within 0.05 kB/f.u. of each other). These trends
are consistent across the temperature range examined. These
findings suggest that only certain cation configurations can
favor the formation of collinear eg orbital arrangements, which
in turn contributes to increasing the Sph.
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FIG. 10. Simulated XRD (Cu Kα radiation) patterns of LiMnO2 and Li2MnO3 phases. Each structure is relaxed within HSE06 and the
identified space group of the final structure is shown in parentheses.

Since orthorhombic LiMnO2 is the ground state and also
exhibits relatively large Sph, the collinear JT ordering appears
to provide a unique source of both electronic and vibra-
tional stability. We speculate that the relatively softer phonon
modes in these structures can arise from increased phonon
anharmonicity [124] and/or electron-phonon (el-ph) coupling
[97,125], effects that are associated with cooperative JT dis-
tortions [16,126–128]. Although our employed frozen phonon
method does not explicitly account for anharmonicity and
el-ph coupling, it may capture small contributions from these
effects.

Our findings also indicate that the degree of electron lo-
calization and hybridization can be affected by the ordering
of JT distortions, as shown by our identification of large
variations in self-consistent HPs. The self-consistent Hubbard
U in γ is significantly larger than that of the experimentally
known phases (Table I). The values of U are shown to lin-
early correlate with the Mn magnetic moment [Fig. 5(a)].
This correlation can be physically intuitive, since when the
electron density becomes more confined on Mn-3d orbitals,
the strength of the on-site Coulomb interactions (U ) between
these electrons can naturally increase as well, leading to a
larger energy penalty for localization. Greater electron lo-

calization on Mn implies a smaller degree of hybridization
between Mn and O neighbors, suggesting that the nature of
the Mn-O bonding within γ is more ionic, and the bonding
within the experimentally known phases is more covalent. Our
calculated electronic pDOS of ortho-LiMnO2 indeed suggests
that the Mn-O bonding in this phase is highly covalent in
nature, as there is a strong hybridization of Mn-3d and O-2p
states within the valence eg and t2g manifolds near the Fermi
level, especially within r2SCAN + U and HSE06 (Fig. 8).
The disordered layered structure also contains Mn with non-
collinear JT distortions and larger values of U , which reflects
how the formation of anti-site defects in layered LiMnO2

can decrease the covalency of some Mn-O bonds. Only the
more precise treatments of electronic exchange and correla-
tion within HSE06 and PBEsol + Usc(+Vsc) can reasonably
capture the increase in energy arising from reduced Mn-O
covalency, which enables the prediction of significant anti-site
defect formation energies.

To clarify the impact of orbital ordering on the electronic
properties, we calculate the properties of layered LiMnO2

with a zig-zag arrangement of JT distortions instead of a
collinear arrangement—we will refer to this structure as zz-
layered LiMnO2 (P21/c space group), which is shown in

TABLE III. Phonon entropy [kB/f.u.] of the LiMnO2 phases as a function of temperature.

Temperature (K) Ortho Layered Spinel ε γ Disord. Layered SQS

300 8.26 8.25 8.29 8.26 7.79 7.94 7.97
600 15.45 15.45 15.49 15.44 14.97 15.14 15.19
900 20.08 20.09 20.13 20.08 19.61 19.78 19.82
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(a)  Zig-zag (b) Collinear

FIG. 11. Structures of AFM layered LiMnO2 with a) zig-zag
(P21/c) and b) collinear (C2/m) ordering of JT axes. Only one Mn
layer is shown for clarity. The JT axes are highlighted in orange. Blue
- Mn (up spin), purple - Mn (down spin), and red - O.

Fig. 11. The zigzag ordering of JT axes has been previously
studied in layered LiMnO2 and LiNiO2 [129,130]. We cal-
culate the HPs, Mn magnetic moment, and JT bond ratio of
zz-layered within PBEsol + (U + V )sc, and compare them to
layered LiMnO2 in Table IV. Indeed, we find that zz-layered
has a self-consistent Hubbard U that is ∼170 meV larger than
layered LiMnO2, as well as a larger magnetic moment. In
fact, if we use the line of best fit shown in Fig. 5(a) and the
computed Mn moment of zz-layered, we can predict a Hub-
bard U of 6.05 eV, which differs from the self-consistent U
only by 0.09 eV. Furthermore, the JT bond ratio of zz-layered
is much lower than that of the collinear JT structure, and
comparable to γ -LiMnO2 (Table I). These effects stemming
from the collinear JT ordering are thermodynamically favor-
able, as the computed total energy of the collinear JT ordering
is 64–140 meV/Mn lower than the zigzag JT arrangement,
depending on the DFT method used (Table S4 [27]). These
results provide further evidence that collinear eg orbital order-
ing facilitates greater Mn-O covalency and enhances the JT
distortion, which results in lowering the total energy.

Our results suggest that the orbital ordering is particularly
influential to the phase stability of LiMnO2. All structures
with a collinear JT ordering exhibit increased covalency of
Mn-O bonding, magnitude of JT distortion (Table I), en-
ergy differences between the AFM and FM states [up to
100 meV/Mn in ortho and ε, shown in Fig. 2(c)], and vibra-
tional entropy (Table III). Thus the JT ordering appears criti-
cally linked to several aspects of the electronic and vibrational
sources of stability. The LiMnO2 structures refined from ex-
periment all exhibit the collinear JT ordering [13–15,17–
19,117], which further indicates that this cooperative JT effect
is indeed very thermodynamically favorable in LiMnO2.

TABLE IV. Comparing the properties of layered LiMnO2 with
collinear and zigzag orderings of JT axes—self-consistent Hub-
bard parameters, Mn moments, and JT bond ratio ( long

avg. short ) within
PBEsol + (U + V )sc.

Jahn-Teller Hubbard Hubbard Mn JT bond
Ordering U (eV) V (eV) Moment (μB) ratio

Collinear (C2/m) 5.79 0.65, 0.30 3.38 1.203
Zigzag (P21/c) 5.96 0.68, 0.60, 0.37 3.41 1.147

We remark that the stability of the collinear JT order-
ing and its link to other contributions of the phase stability
are not ubiquitous to all TM oxides with JT-active ions.
In the low-temperature orthorhombic LaMnO3 perovskite
phase, experimental structural refinements have shown that
the JT arrangement is noncollinear [131,132]. In previous
studies of layered LiNiO2, DFT (GGA + U ) calculations
have shown that the noncollinear zigzag JT ordering is the
ground state orbital arrangement [129,130]. Radin et al. fur-
ther showed from GGA + U calculations that the lowering
of energy resulting from the JT distortion in layered LiNiO2

(∼ − 120 meV/Ni) is much smaller in magnitude than in
layered LiMnO2 (∼ − 350 meV/Mn) [129]. Furthermore, the
stabilizing effect of AFM order in layered LiNiO2 is predicted
to be minimal (�EAFM-FM ≈ −3 meV/Ni) [129] compared
to layered LiMnO2 (�EAFM-FM ≈ −40 to −60 meV/Mn),
which may be largely due to the higher spin state of the Mn3+
electron configuration compared to Ni3+.

These discrepancies between layered LiMnO2 and LiNiO2

suggest that the contributions to the phase stability of these
systems are significantly different. This is indeed reflected
in the distinct ground states of these systems—for LiNiO2

it is the layered structure [10,130], while for LiMnO2 it is
the orthorhombic phase. The orthorhombic phase is unique,
as it is the ground state only for LiMnO2, while the layered
phase is the ground state for many other LiMO2 compositions
(M = Cr, Co, V, etc.) [10]. These observations suggest that the
LiMnO2 phase stability is likely dictated by contributions that
are unique to this system, and specifically, the Mn3+ ion. Our
analysis indicates that these contributions are the strong AFM
exchange interactions, collinear JT ordering, increased Mn-
O covalency, softening of phonon modes, and the coupling
between these factors. The strength of JT distortions and AFM
interactions are much greater in LiMnO2 than in LiNiO2, so
we suspect that the strength of these contributions may be
unique to LiMnO2, and indeed helps underpin the unusual
phase behavior of this system.

V. CONCLUSION

We have revealed the challenges of modeling the phase
stability and electronic structure of the LiMnO2 polymorphs,
and identified avenues for obtaining more accurate results
in this system. The degree of electron localization on Mn-
3d states is found to vary significantly by phase and is
closely correlated to the self-consistently calculated Hubbard
U on Mn-3d states. These values of U can vary by ∼0.6 eV
within PBEsol, and are closely linked to the local JT or-
dering. More conventional DFT approaches (e.g., GGA and
meta-GGA with or without averaged Hubbard corrections)
inadequately treat the energy differences arising from subtle
changes in electron localization and Mn-O bonding, leading
to inaccurate phase stability predictions. Instead, more precise
treatments of electronic exchange and correlation (and, espe-
cially, screened exchange) within functionals such as HSE06,
PBEsol + Usc(+Vsc), and r2SCAN + Usc are required to re-
cover more accurate phase stability, namely, the prediction
of orthorhombic LiMnO2 to be the ground state. We expect
these DFT methods to be similarly well-equipped to capture
the energetics of other TM oxides that are rich in Mn3+ or
other JT-active ions (e.g., Ni3+ and Cu2+).
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The ordering of the cations, Mn spins, and eg orbitals all
significantly influence the degree of electron localization and
hybridization, which dictate the electronic and vibrational
free energy contributions. The collinear arrangement of JT
distortions, which is present in ortho, layered, spinel, and
ε-LiMnO2, is shown to simultaneously increase the Mn-O
covalency, strength of AFM semicovalent exchange, and
vibrational entropy compared to structures with noncollinear
JT orderings. The subtle interplay between the electron
localization, magnetism, JT distortion, and total energy
within the LiMnO2 phases makes this system a potentially
useful test case for benchmarking novel density functional
approximations.

An extensive re-examination of the electronic structure of
ortho-LiMnO2 reveals the importance of sufficiently correct-
ing the SIE on O-2p states, in addition to Mn-3d states, in
order to obtain accurate features of the band structure, such as
the crystal field splitting and band gap. These quantities are
well-captured within HSE06, as the predicted band structure
is in reasonable agreement with G0W0.
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