Electrostatic Estimation of Intercalant Jump-Diffusion Barriers Using Finite-Size Ion Models
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ABSTRACT: We report on a scheme for estimating intercalant jump-diffusion barriers that are typically obtained from demanding density functional theory-nudged elastic band calculations. The key idea is to relax a chain of states in the field of the electrostatic potential that is averaged over a spherical volume using different finite-size ion models. For magnesium migrating in typical intercalation materials such as transition-metal oxides, we find that the optimal model is a relatively large shell. This data-driven result parallels typical assumptions made in models based on Onsager’s reaction field theory to quantitatively estimate electrostatic solvent effects. Because of its efficiency, our potential of electrostatics-finite size ion (PfEFIS) barrier estimation scheme will enable rapid identification of materials with good ionic mobility.

Intercalation is the reversible insertion of a guest species into a solid host structure such that the host maintains its basic structural features.1−3 The host structure is therefore described as a “breathing matrix”,4 and it can be an insulator, semiconductor, or a metal.5 Transition metal oxides (TMO) are particularly interesting because they have been extensively studied as cathode candidates for high-energy-density secondary batteries since the 1970s.1,3−5 Lithium has been the dominant intercalation ion,6 and the efforts have led to the now widespread use of Li-ion technology as rechargeable batteries.3 TMOs are typically divided into layered and nonlayered materials.3 In the latter, there usually exists a size limitation for the intercalating atom.7 Because the magnesium ion has a comparable size to Li+, Mg2+ intercalating into TMOs has been considered since the early 1990s8 as a promising alternative to Li-ion technology in order to increase energy density, address safety/toxicity concerns, and reduce costs.7 Hence, magnesium arguably represents the most studied multivalent ion from a guest-species perspective.

A critical aspect of the usability of a certain intercalation system (guest + host) is that the (multivalent) ion transport through the solid host structure be facile.9,10 Since the transport is governed by jump diffusion,10,11 it is an activated process,12,13 in which a free energy barrier impedes the migration of an intercalated ion from one site to an adjacent site (Figure 1). Neglecting entropic changes to the free energy along the path, the main physical (energy) barrier contributions should be
3. (limited) elastic contributions\(^{14}\) (i.e., ionic relaxation, usually preserving the framework type).

The electrostatic contribution is especially important for two reasons. First, electrostatics are known to be the main force holding an ion in an oxide material at a given site.\(^{13}\) This enables us to compute a first-order estimate of the intercalation migration barrier on the basis of electrostatics alone. Second, the electrostatic potential can be readily and accurately determined for the considered host systems by electronic density functional theory\(^{15,16}\) (DFT) calculations, providing a simple route to barrier estimates. As the ion size influences the intercalation behavior, the central question that arises is the following: how do we account for the finite ion size when the electrostatic potential is typically calculated for an infinitesimal small test particle? Here we systematically investigate the possibility to electrostatically estimate Mg migration barriers in typical ionic intercalation hosts (predominantly transition metal oxides). As such barrier estimates are usually derived from computationally intensive DFT-coupled rare events methods, a simple electrostatics-based metric presents an appealing, less computationally demanding alternative. We therefore developed the Potential of Electrostatics Finite-Ion Size (PEFIS) framework, which combines readily computable DFT-derived electrostatic potential data with finite-size ion models and a zero spring-constant living elastic-band algorithm.

The electrostatic work, \(W_{el}\), of bringing a particle of charge \(q\) and negligible size from infinity into an electrostatic field \(\varphi\) at position \(\mathbf{p}\) is\(^{17}\)

\[
W_{el} = q\varphi(\mathbf{p})
\]  

In order to determine the typical work of a finite-size ion on the basis of the electrostatic potential, we have to account for the nonvanishing ion extent. We therefore average the electrostatic potential at a given point \(\mathbf{p}\) over a spherical range \(\Omega\) of radius \(r_{ion}\). Furthermore, we use weighting factors, \(w(r)\), for the averaging which depend on the distance \(r = \|\mathbf{p} - \mathbf{p}\|\) from \(\mathbf{p}\).

Different functions for the weighting factors are considered, all of which belong to a family of shifted and scaled exponential functions:

\[
w_1(r; C, r_{ion}) = \frac{\exp(-Cr_{ion}) - \exp(-C)}{1 - \exp(-C)}
\]  

\[
w_2(r; C, r_{ion}) = \frac{1 - \exp(-C(1 - r/r_{ion}))}{1 - \exp(-C)}
\]  

\[
w_3(r; C, r_{ion}) = \frac{1 - \exp(-Cr_{ion})}{1 - \exp(-C)}
\]  

\[
w_4(r; C, r_{ion}) = \frac{\exp(C(r/r_{ion} - 1)) - \exp(-C)}{1 - \exp(-C)}
\]

The ordered set of functions, \(\{w_1, w_2, w_3, w_4\}\), represents a change in ion model type via the parameter \(C\) from point charge \((\lim_{C\to\infty} w_1(r; C, r_{ion}))\) over full sphere \((\lim_{C\to\infty} w_2(r; C, r_{ion})\) and \(\lim_{C\to\infty} w_3(r; C, r_{ion})\)) to a shell-like model \((\lim_{C\to\infty} w_4(r; C, r_{ion}))\). Using a certain weighting factor function, \(w_i\), the volume-averaged electrostatic potential, \(\bar{\varphi}_i\), is given by

\[
\bar{\varphi}_i(\mathbf{p}) = \int_\Omega w_i(r; C, r_{ion})\varphi(\mathbf{p})d\Omega / \int_\Omega w_i(r; C, r_{ion}) d\Omega
\]

We also use another weighting function, \(w_5(r; C, r_{ion}) = 1\), which represents a homogeneous sphere with respect to computing averages (i.e., \(w_5(r; C, r_{ion}) = \lim_{C\to\infty} w_5(r; C, r_{ion}) = \lim_{C\to\infty} w_5(r; C, r_{ion})\)).

Figure 2 depicts all 35 ion models considered in our work, and it enumerates the models for plotting purposes below. The weight-function type and parameter \(C\) associated with each

---

Figure 2. Weight functions, \(w_i\) (black lines) defining the different ion models tested in this work, 2D graphical representations of the models (blue areas), as well as indexes (blue integers) assigned to each ion model.
model can be found in the Supporting Information (SI1.2). The first few models resemble point charges, a model type that is commonly used to analyze electrostatics and predict charges by using information from ab initio calculations. The models become then progressively more diffusive to turn into a homogeneous spheres (center row). The sphere model might be a natural choice for our purposes because the inserted ion will occupy the entire spherical space. The last models look like hollow shells, which have physical significance because the charge on an ion is typically thought to uniformly distribute on the ion’s surface; for this reason, similar models are used in a slightly different context, as described next.

To avoid confusion with mechanistic core–shell models that are used in force fields to mimic polarizability, note that we refer here to a volumetric shell model. Our shell is the outer region of a sphere that has a (much) higher weight for computing volume averages than the sphere’s core region, contrasting force field-related core–shell models in which a massless shell particle is tethered to a heavy core particle via a harmonic spring. Our electrostatics-based approach, specifically with the volumetric shell model(s), has, however, similarities with spherical cavity Onsager models used in apparent surface charge-dielectric continuum solvation models such as the conductor-like screening model (COSMO). These models are, for example, used to accurately predict partition coefficients of solutes in solvents on the basis of density functional theory calculations.

The electrostatic potential within a host material can be readily determined via the Hartree potential, \( V_{\text{H}} \), from DFT calculations with the Vienna Ab initio Simulation Package (VASP) because \( V_{\text{H}}(\mathbf{p}) = -\varphi(\mathbf{p}) \). We note that the Hartree potential refers here to the potential containing electronic as well as ionic contributions, and (ii) that the integrations are in practice performed as discretized sums.

We determine the minimum energy path (MEP) of an input chain of states to our volume-averaged electrostatic-potential field using an elastic band (EB) algorithm. The elastic band contains \( N_{\text{img}} \) images (or, states), and the target function, \( T \), to be minimized is

\[
T(\mathbf{p}_1, \ldots, \mathbf{p}_{N_{\text{img}}}) = \sum_{i=2}^{N_{\text{img}}-1} \varphi(\mathbf{p}_i) + \sum_{i=1}^{N_{\text{img}}-1} 0.5k \| \mathbf{p}_i - \mathbf{p}_{i+1} \|^2 \tag{7}
\]

Our implementation consists of three basic steps. First, the two end points of the band are relaxed without any constraints so that they both move to their respective nearest local minimum. Second, we add more images along a straight line such that neighboring images are at most 0.2 Å apart. Finally, we iterate the EB until the magnitude of the total (band) force,

\[
f_{\text{tot}} = \sum_{i=2}^{N_{\text{img}}-1} \| f^{\text{el}}_i + f^{\text{spr}}_i \| \tag{8}
\]

changes by less than 5%. The force on an individual image is the sum of the spring contribution, \( f^{\text{spr}} = k((\mathbf{p}_{i+1} - \mathbf{p}_i) - (\mathbf{p}_i - \mathbf{p}_{i-1})) \), and the field contribution (\( f = -\nabla \varphi(\mathbf{p}_i) \)); for the latter, we take into account only the part that is orthogonal to the local path (\( f^{\perp} = f - (f, \mathbf{t}) \mathbf{t} \)), where \( \mathbf{t} \) is the unit vector pointing from the predecessor image, \( i - 1 \), to the successor image, \( i + 1 \); cf., ref 34). Instead of the total force from each individual relaxation step, we use averages calculated over blocks of 10 iteration steps for the convergence criterion. We verify our implementation on a model potential, \( V_{\text{mod}} \) with two well-defined stable states (cf., Supporting Information SI1.1). The start and end points of the input paths are perturbed away from the stable states (Figure 3). We observe that the choice of the
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Figure 3. A two-state model potential, \( V_{\text{mod}} \) with a barrier of 1 eV was used to validate our elastic band method. The white spheres correspond to an input path, whereas the black spheres display the converged band. For this model potential, we assess the accuracy to be on the order of 99%, by applying the method to 10 distinct input paths for which the end points are subject to different random perturbations away from the stable states.

EB spring constant, \( k \), can lead to the MEP not being traced out accurately. Especially when the spring constant, \( k \), is large, the band gets easily stuck far away from the MEP. We resolve the issue by using a spring constant of zero and adding two algorithmic steps at the end of each EB iteration:

1. Remove an image if it is closer to its predecessor than 0.2 Å.
2. Insert new images so that neighboring images are at most 0.2 Å apart.

The image removal and addition in conjunction with the zero spring constant causes a flow of images from high-energy regions on the MEP of the band toward the end points where they disappear. For this reason, we call it a zero spring constant-living elastic band method. Note that the positions of the images are mapped onto the grid (nearest grid point).

We apply our methodology to Mg migration in 14 TMOs and other typical candidate intercalation compounds for which we have \( ab \text{ initio} \) nudged elastic band (NEB) barriers available as a benchmark. Using a structure matcher implemented in pymatgen, we identify seven distinct structure groups: layered CoO\(_2\) (1 structure), spinels (4), CaFe\(_2\)O\(_4\)-phase post-spinels (2), \( \alpha\text{-V}_2\text{O}_5\) (1), marokite-phase post-spinels (2), \( \beta\text{-VOPO}_4\) (1), \( \delta\text{-V}_2\text{O}_5\) (1), and \( e\text{-VOPO}_4\) (1); more materials information can be found in SI2. The NEB barriers were computed with VASP, and the data can be found in refs 38–42. Apart from the hopping Mg ion, the host structures did not contain any other guest ion. For electrostatic potential calculations, we use the entirely empty relaxed host structure, and we choose DFT settings that are as similar as possible to the NEB calculations. This entails use of the Perdew–Burke–Ernzerhof (PBE) density functionals without \(+U\)-correction. \(^{39}\) Regarding the choice of the density functional, Medvedev et al. have very recently shown that carefully developed conventional general gradient approximation (GGA) functionals can be more accurate in terms of the electron density (and, thus, electrostatic potential) than novel met-
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GGA and hybrid functionals. Further DFT-related details can be found in the Supporting Information (SI1.3). We use the positions of the hopping ion along a given NEB path as an input chain of configurations to our PfEFIS field-living EB relaxation procedure. An example of the procedure and PfEFIS analysis (Mg in $\delta$-V$_2$O$_5$) is given in Figure 4, which underlines the necessity of a low spring constant. The electrostatic jump-diffusion barrier estimate, $\Delta E_{el}$, is then the product of the maximum electrostatic potential difference, $\Delta \bar{\phi}$, obtained from the EB relaxation and the charge of the ion (here: $q = +2$):

$$\Delta E_{el} = q \Delta \bar{\phi}$$  \hspace{1cm} (9)

As mentioned earlier, we investigate 35 different ion models, the definitions of which (i.e., choice of the weight function and parameter $C$) are provided in the Supporting Information (SI1.2). Ion radii, $r_{ion}$, are varied between 0.775 and 2.075 Å in steps of $\Delta r_{ion} = 0.05$ Å. For each ion model-ion radius pair, we calculate all 14 PfEFIS barrier estimates. Figure 5a displays, for example, the results for a shell ion model of size 1.225 Å. We fit each set of data to a linear function,

$$\Delta E_{el} = a \Delta \bar{\phi} + b$$  \hspace{1cm} (10)

Figure 4. A chain of magnesium atoms (white spheres in a–c) is immersed in the electrostatic field of $\delta$-V$_2$O$_5$. The input path (a) is taken from NEB calculations. After an unconstraint relaxation of the end points (b), the remaining band is relaxed with a zero spring constant-living elastic band algorithm until convergence is reached (c). The electrostatic potential profiles, $\bar{\phi}(r/L)$, using a spherical ion model with $r_{ion} = 1.475$ Å (d) show that too large a spring constant, $k$, can give undesirable results (MEP not traced out). (e) Convergence is determined on the basis of the magnitudes of forces on individual images accumulated for the entire band, $f_{tot}$. If the accumulated force averaged over blocks of 10 relaxation steps (lines) has changed by less than 5%, convergence is reached.

Figure 5. (a) PfEFIS barrier estimate, $\Delta E_{el}$ vs NEB diffusion barrier, $\Delta E$, for a shell-like ion model ($C = 20$) with size $r_{ion} = 1.225$ Å. The fitted linear function (black line) can be used to estimate the NEB diffusion barrier. Validation is achieved via residual resampling (brown area and gray solid lines). The inset compares the theoretical and observed accumulative probability, $P$, that an NEB barrier falls into a prediction range defined by fit parameters $a$ and $b$ and the relative uncertainties $\sigma_a/a$ and $\sigma_b/b$. (b) PfEFIS prediction standard error, $\sigma_{PE}$, as a function of indexed ion model type, $i$, and ion radius, $r_{ion}$. Black and yellow indicate negligible and high prediction error, respectively. The optimal ion radius, given a certain ion model, is highlighted by white dots. For comparison, $r_{WS}$ indicates the Wigner–Seitz radius of Mg as used in the VASP calculations. We also highlight the ranges where different weight functions, $w_i$, are used (top abscissa labels).
yielding $35 \times 27 = 945$ individual linear prediction functions, each of which is specific to a given ion model ($N_{\text{ion,med}} = 35$) and radius ($N_{\text{ion,rad}} = 27$). In order to compare the prediction quality of different models, we compute the standard error,

$$\sigma_{AE} = \sqrt{\frac{\sum_{i=1}^{N_{AE}} (\Delta E_i - \bar{\Delta} E(\Delta E_{i,\text{obs}}))^2}{N_{AE}}} \quad (11)$$

between each prediction function (linear fit) and the $N_{AE} = 14$ actual NEB barriers, $\bar{\Delta} E$. All standard errors are plotted in Figure 5b. The optimal model (i.e., with the smallest error) is shell-like ($n = 2$, $C = 20$) and of size $1.225$ Å ($\sigma_{AE} = 0.042$ eV). The best strictly spherical model has a slightly higher standard error ($0.052$ eV) and a radius ($1.475$ Å) that is comparable to the Wigner–Seitz radius ($1.524$ Å). The fit parameters, $a$ and $b$, are $0.26$ and $0.475$ eV as well as $0.267$ and $0.404$ eV for the best shell and best sphere model, respectively.

The systematic model comparison is especially intriguing for two reasons. First, the optimal radius of each ion model (white path in Figure 5b) is always much larger than typical Mg$^{2+}$ radii ($0.71$ Å to $1.03$ Å; cf., ref 47). Therefore, regions far away from the actual ion position seem to be more decisive for the energy profile along the path [and, thus, also for the (reversible) work of ion insertion into an empty host structure] than commonly expected. Second, the prediction error landscape exhibits a peculiar trend. Similarly reliable predictions (similar $\sigma_{AE}$) can be obtained when the ion model changes from a diffuse point over a sphere to a shell, given that the ion radius is successively decreased. Our results suggest therefore that unexpectedly distant but spatially narrow regions around an ion are particularly important for the ion insertion work. This data-driven insight becomes physically meaningful when we compare our approach to reaction field models that have been used successfully in solvation problems for many decades now.$^{25-29}$ In both cases, we create a (molecular or ionic) cavity in an electrostatic field, and, subsequently, we use the electrostatic potential (effectively) on the surface of the cavity to realistically estimate the insertion work of a particle (molecule or ion) into the surrounding medium (solvent or intercalation host material). And, in both cases, the optimal cavity size is larger than the typical molecule, atom, or ion size.$^{27}$ Note that the reaction field theory–based prediction models are currently actively expanded to heterogeneous environments such as micelles,$^{27,48}$ the (solute) surroundings of which are comparable to our intercalation host materials because they are also structured.

Our systematic model-comparison results together with the similarities to the apparent surface charge-dielectric continuum solvation models$^{27}$ opens two valuable strategies for estimating ion jump-diffusion barriers with our approach. On the one hand, if there are no NEB barriers at hand for a given ion migrating in a certain class of systems (e.g., transition metal oxides) that would allow optimization of the ion model, especially of the radius, we can recommend to use the full-sphere model with the Wigner–Seitz radius of the intercalating ion. This is because the full-sphere model yields similarly small errors as the optimal (shell) model in our case. On the other hand, if there, in fact, are NEB barriers for a given class of system, we recommend to optimize the model, similar to the fitting that is usually done in the dielectric continuum solvation models, to increase accuracy.

Despite the excellent linear correlation between PfEFIS estimate and NEB barrier, there are several outliers with deviations of up to 0.24 eV. Differing degrees of electronic and ionic relaxation upon ion insertion are two likely error sources to our PfEFIS estimation scheme. However, this could also be utilized in a physically meaningful way because it allows us to quantitatively assess different contributions to an NEB barrier: (1) electrostatics, (2) electronic relaxation (via “selective dynamics” in VASP, for example), and (3) ionic relaxation. The different barrier contributions could be harnessed in the future as descriptors in machine learning approaches that aim to improve our understanding of intercalant diffusion.

Finally, the uncertainty analysis (brown areas and gray lines in Figure 5a) suggests that, with 99% certainty, we can expect:

1. a NEB barrier will be at most $0.64$ eV, given that the PfEFIS estimate is around $0.1$ eV, and
2. a PfEFIS estimate of $4.2$ eV will give at least an NEB barrier of $1$ eV.

In summary, we have introduced the potential of electrostatics-finite ion size (PfEFIS) method, which is reliable in providing a first estimate of the magnesium jump-diffusion barrier in intercalation materials. Because PfEFIS has similar well-grounded thermodynamical foundations as reaction field theory–based prediction methods,$^{25-27}$ PfEFIS provides theoretically sound electrostatic estimates of the barriers and, thus, can be used to quantitatively assess the influence of electrostatic interactions on the jump-diffusion barrier. Importantly, PfEFIS is computationally faster, typically by a factor of $\approx 10^6$ (SI3), than a full nudged elastic band (NEB) calculation. When PfEFIS is coupled to an effective path finding tool,$^{42}$ the PfEFIS framework is therefore ideally suited to efficiently perform high-throughput diffusion-barrier screenings of spherical ions such as Mg, Li, and Na intercalating into transition metal oxides and similar materials.
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