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ABSTRACT: A scheme to model the dependence of a solute redox
potential on the supporting electrolyte is proposed, and the results are
compared to experimental observations and other reported theoretical
models. An improved agreement with experiment is exhibited if the effect of
the supporting electrolyte on the redox potential is modeled through a
concentration change induced via ion pair formation with the salt, rather
than by only considering the direct impact on the redox potential of the
solute itself. To exemplify the approach, the scheme is applied to the
concentration-dependent redox potential of select molecules proposed for
nonaqueous flow batteries. However, the methodology is general and
enables rational computational electrolyte design through tuning of the
operating window of electrochemical systems by shifting the redox potential
of its solutes; including potentially both salts as well as redox active
molecules.

1. INTRODUCTION
The concept of ion pair formation was first proposed by
Bjerrum in the 1920s and describes the local association of
oppositely charged ions in electrolyte solutions.1,2 Since then,
support of this concept has derived from both experimental and
computational work.2−6 While ion pairing is typically weak in
aqueous solutions, it is more pronounced in organic electrolytes
and shows a strong dependence on concentration.3,5 Generally,
ion-pairing can occur between any two oppositely charged ions
in solution, and its occurrence can have significant
consequences on the properties of the electrolyte.2,3,7−14 For
example, a strong effect of the electrolyte on the electro-
chemical reduction of cyclooctateraene was attributed to ion
pairing.15 Very strong ion-pairing in an aqueous electrolyte was
recently shown to significantly increase the operating voltage of
an energy storage system from the nominal aqueous stability
window of 1.6 V to almost 3 V.16 Ion-pairing can also have
detrimental effects as shown in refs 3 and 17 wherein a salt
decomposition mechanism during charge transfer was coupled
to the ion-paired solvation structure of the electrolyte.
While it has been shown that the redox potential of an

electrolyte can be tuned by varying the anion component of the
salt,9 there is no consensus on how to accurately model the
redox potential of a charged solute in the close proximity of
oppositely charged species. For example, a direct calculation of
the electron affinity or the ionization potential of a solute by
itself as well as in an ion-paired configuration provides an initial
guide to the change in the redox potential as a function of ion-
pairing.3,10,18 Maeshima et al. found reasonable agreement for
capacitor electrolyte systems10 using the direct method, and
furthermore reported an improved version which considered
the redox potentials of isolated ions, ion pairs, solvent molecule,
and used the redox potential of the most reactive specie as the

final result.11 Haskins et al. studied the electrochemical anodic
stability (ionization energy) of a lithium-doped ionic liquid
using ab initio calculations and found that the calculation of the
ionization potential of the interacting cation/anion pairs
provided a lower and upper bound, respectively, to the
experimental data.12

As early as 1975, the reduction potential of aromatic
hydrocarbon was found to be significantly affected by the salt
concentrations in tetrahydrofuran solutions.19 Continuum
models have also been proposed where the change to the
solute redox potential is assumed to be mediated by a change in
its solvation energy.13,20,21 For example, Seto et al. measured
the redox potential of a series of salt concentrations and
proposed to explain the salt concentration dependence on the
observed potential of the redox active species by assuming that
the anion/cation changes the dielectric constant of the solution,
and as a result, impacts the solvation energy of the redox active
solute. This approach was tested on benzoquinone22 in a
supporting ionic liquid, where the effect of salt concentration
was modeled via a dielectric continuum solvation model23,24

calibrated by the calculated dielectric constants. Torriero et al.
measured the dependence of the ferrocene redox potential on
the supporting ionic liquid concentration.25 While both reports
observed a logarithmic relationship within the concentration
range from 0.1 to 1.0 M, there were some important
differences. Approaching neat conditions (≥1.0 M), Seto et
al. reported an asymptotic plateau, however, Torriero observed
a linear relationship between the redox potential and the ionic
liquid concentration.
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By construction, the direct method is likely to overestimate
the effect of the ion-pairing, as it neglects equilibrium
concentration shifts from the change in population between
the ion-pair and free solute species. Conversely, a continuum
approach lacks information about the local charge redistrib-
ution in the solute as a function of the ion-pairing. In this paper,
we present a new approach, namely the ion-pair equilibrium
(IPE) model, that captures the influence of the ion-pair
formation on the redox potential of a redox active molecule by
incorporating the direct ef fect through a change in the equilibrium
concentration of the redox active species. We present results for
three representative systems, where two allow for benchmark-
ing with existing experiments taken from the literature.

2. COMPUTATIONAL METHODS
We propose that, for systems where ion pair formation between
the redox active solution and a counterion is expected, the
redox potential is changed as a result of the concentration
change of the redox active solute, potentially both in its charged
as well as discharged state. The source of counterions generally
includes salts, additives, ionic liquids, and other components
that comprise cations/anions. We simulate the concentration
dependence by computing the thermodynamic properties from
ab initio calculations using the following procedure: (1) the ion-
pair dissociation constants are determined from the ion-pair
Gibbs free reaction energy, which, in turn, is calculated using
density functional theory (DFT);26,27 (2) the concentration
change of the redox active solute is obtained via a simple
chemical equilibrium model; (3) the redox potential at the
standard potential is computed using DFT calculations; and
finally, (4) the concentration dependence of the redox potential
is deduced from the Nernst equation using the results from step
1−3. All Density Functional Theory (DFT) calculations are
performed using the QChem 4.3 quantum mechanical software
package.28,29 The calculation of the dissociation constants and
redox potential are automated using an in-house developed
high-throughput infrastructure.30,31 Dispersion corrections for
noncovalent interactions are obtained through Grimme’s D3
functional.32,33 All geometries are optimized at the B3LYP-D3/
6-31+G(d) theoretical level, and the harmonic vibration
frequencies are calculated at the same level to determine the
Gibbs free energies (ΔG). The single point energies are
evaluated using a larger basis set at the B3LYP-D3/6-311+
+G(d,p) level to improve the accuracy of the energy
evaluations.34 The SRSC “small-core” effective core potential
is used for iron-containing species to take relativistic effects into
account35 and the solvation energy is calculated through the
dielectric continuum model IEF-PCM.36 In the case of mixed
solvents, a composite dielectric constant is calibrated from the
dielectric constants of pure components using an empirical
model37 derived from the Kirkwood theory for multi-
component systems.38

As a measure of the tendency to gain/loose electrons, the
redox potential is expressed by either a reduction potential or
an oxidation potential with reference to a standard electrode.
Generally, this terminology results in two ways to write half-cell
reactions: an oxidation reaction and a reduction reaction. In this
paper, we follow the IUPAC convention such that the species
in question is being reduced,39,40 that is, all the redox potentials
refer to the reduction reaction if not explicitly specified.39,40

2.1. Calculation of Dissociation Constants. We assume
that the electrolyte is well solvated, that is, that the supporting
electrolyte salt and redox active solute can exist either as

dissociated free ions or contact ion pairs (CIP).41,42 At higher
salt and solute concentrations, clusters and ion-pair percolation
paths can form;16,43 however, this is beyond the scope of this
paper. As already mentioned, the specifics of the ion-pairing
depend on the original charged state of the redox active solute,
and what redox processes (reduction and/or oxidation) it
undergoes in solution. For example, if the charged state is an
anion the ion-pair will involve a cation from the supporting
electrolyte and the oxidation potential of the solute will be
changed as a result of the concentration change of the non ion-
paired, “free” solute. Conversely, if the solute is a cation, the
ion-pair will include a negatively charged ion from solution
(e.g., a salt anion) and this will shift the reduction potential
downward for the ion-pair. While our methodology is
applicable to any of these scenarios, for transparency we
choose to outline our procedure assuming an originally neutral
redox-active solute which undergoes oxidation. If we use R+ to
denote the resulting cation and A− to denote the supporting
electrolyte anion, the dissociation of the ion pair can be
represented by the following reaction:

⇌ ++ − + −R A R A

The dissociation constant can be expressed in terms of mole
concentrations:

=
·+ −

+ −
K

c c
ce
R A

R A (1)

in which, cR+, cA− and cR+
A
− are the concentrations of the cation,

anion, and ion pair, respectively, and Ke can be related to the
standard-state Gibbs free reaction energy by

Δ ° = −G RT Kln e (2)

where R is the ideal gas constant and T is the temperature. In
this work, room temperature (298.15 K) is assumed if not
otherwise explicitly specified. ΔG° is the standard-state Gibbs
free reaction energy and can be evaluated from DFT
calculations:

Δ ° = + − ++ − −G G G GRR A A

2.2. A Chemical Equilibrium Model To Determine the
Concentration of “Free” Redox Active Molecules. We
denote the initial concentrations of the redox active solute and
electrolyte salt as c0,R and c0,A, respectively. For the redox active
solute, we assume an initial concentration of c0,R and denote x
as the concentration of the ion pair. Because the electrolyte salt
and redox active solute can exist either as free solutes or as ion
pairs, the total concentration is a summation of the two:
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0,R R

0,A A (3)

Combining with eq 1, we obtain
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and by rearranging eq 4, we obtain

− + + · + · =x K c c x c c( ) 02
e 0,R 0,A 0,R 0,A (5)

Here, Ke can be deduced from DFT energies using the method
discussed in section 2.1. c0,R and c0,A are known quantities, and
therefore, x can be determined by solving eq 5. Now we can
calculate the concentration of the “free” redox active solute as
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= = −+ +c f c c c x( , )R ,free free,R 0,R 0,A 0,R (6)

2.3. The Redox Potential Calculation and Its Concen-
tration Dependence. The redox potential at standard state is
computed from an adiabatic ionization potential (for the redox
couple with its oxidized state) or electron affinity (for the redox
couple with its reduced state) calculation using DFT, which is
described in detail in our previous paper.30,31 From the Nernst
equation, we have

α
α

= ° +E E
RT
zF

lnred red
ox

red

where z is the number of electrons transferred in the half
reaction, and αox and αred are the chemical activities of the
oxidized and reduced species, respectively. In this work, we
assume activity coefficients of 1.0 if not explicitly specified, but
this can be easily generalized through:

α γ
α γ

= ·
= ·

c

c
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in which γ is the activity coefficient and c is the concentration.
From eq 6, we write the redox potential as a function of the
concentrations of the redox active solute in the oxidized
(cR+

, free) and the reduced (c0,R) state, respectively:

= ° +E E
RT
zF

c
c

lnred red
ox

red

= ° +

= ° +

+

+

E
RT
zF

c

c

E
RT
zF

f c c

c

ln

ln
( , )

R
red

,free

0,R

red
free,R 0,R 0,A

0,R (7)

We note that eq 7 is used to calculate the redox potential at
each point as a function of the variation in the initial electrolyte
salt (c0,R) and redox active solute (c0,A) concentration.

3. RESULTS AND DISCUSSION
Three model systems were chosen to exemplify the suggested
approach. Two systems have been previously studied
experimentally and the potential-concentration dependence
established, whileto the best of our knowledgeno such
report exists for the third system, neither experimentally nor
theoretically. The molecular structures for the relevant
compounds are shown in Figure 1. The electrolyte concen-
tration dependence of the Fc0/+ redox couple was measured by
Torriero and co-workers25 using two different ionic liquid salts:
(1) 1-methyl-1-butylpyrrodilinium dicyanamide, denoted as
[bmpyr][DCA]; (2) 1-methyl-1-propylpyrrolidinium bis-
(fluorosulfonyl)amide, denoted as [pmpyr][FSI].25 In both
systems, dichloromethane is used as the solvent and DmFc0/+

is used as the reference electrode. The redox potential of Fc0/+

redox couple against DmFc0/+ was measured while varying the
concentration of [bmpyr][DCA] and [pmpyr][FSI]. The redox
active molecule of the third system, DBBB, was originally
proposed by Zhang and co-workers44 and subsequently utilized
for organic redox flow batteries.8 Here we predict the
dependence of redox potential to oxidize DMB (a slightly
simplified version of DBBB, chosen for computational
efficiency) as a function of the electrolyte concentration in

LiPF6/EC:EMC, similar to the system reported by Zhang et
al.44

3.1. The Redox Potential at Standard State. We
computed the ionization potential by DFT using both the
“free” redox active molecule and the ion pair. At the B3LYP-
D3/6-31+G* level, the reduction potential of the Fc0/+ redox
pair in the “free” molecule state is obtained as 0.18 V versus the
standard hydrogen electrode (SHE). For the same redox pair,
the potential is obtained as −0.37 V versus SHE when ion
paired with FSI, and −0.15 V versus SHE when ion paired with
DCA. The binding of the electrolyte anion decreases the
oxidation potential by 0.55 and 0.33 V, respectively. This effect
can be intuitively explained by electrostatic interactions such
that the close association with the negative charge from the ion-
paired anion facilitates the removal of an electron from the ion-
paired complex, and conversely, renders it harder to reduce.
Vice versa, ion-pair formation between a redox active anion and
a cation from the supporting electrolyte will generally increase
the redox potential. See Figure 2 for a schematic illustration of
the ion-pair effect with an anion/cation, respectively. Similar
trends have been observed in other computational work.11,12

The potential change induced by FSI is larger than that for
DCA. We speculate that this is due to FSI being a geometrically
more flexible molecule; and as a result, the ferrocene is allowed
closer contact. Indeed, nearest neighboring cation−anion atoms
in the [Fc+−FSI−] ion pair as compared to [Fc+−DCA−] ion
pair are found at 2.16 and 2.35 Å, respectively. Hence, it can be
expected that FSI will exhibit stronger influence on the
Ferrocene.
At the equilibrium state, species with higher redox potentials

will be reduced prior to species with lower potentials. Because
free Fc+ exhibits a higher reduction potential than that of the
ion-paired complex, it will get reduced first, and accordingly
shift the concentration through the equilibrium reaction
between the ion-paired and the free solute populations. Similar
effects are expected for other similar redox active solutes, which
exist as neutral and charged cation species such as DMB0/+. As
a result, in this work we will use the “free” redox active solute to
calculate the reduction potential at standard state. However, we
emphasize that other scenarios can exist and that the
methodology is general. For example, if the active specie is a
salt anion which is an ion-pair with its respective salt cation,3

Figure 1. Structures of the redox active species and anions relevant for
ion pair formation considered as examples of the proposed
methodology. Abbrevations: Fc, ferrocene/ferrocenium, which are
abbreviated as Fc0 and Fc+, respectively, in this work; DmFc,
decamethylferrocene/decamethylferroceniumDmFc0 for
decamethylferrocene, DmFc+ for decamethylferrocenium; DBBB,
2,5-di-tert-butyl-1,4-bis(2-methoxyethoxy)benene; DMB, 2,5-dimeth-
yl-1,4-bis(2-methoxy)benene; DCA, dicyanamide; FSI, bis-
(fluorosulfonyl)amide; PF6, hexafluorophosphate.
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the ion-pair is more electropositive than the “free” anion, and
hence the ion-pair will reduce at higher potentials (see Figure
2) and should be considered the active species in the following
framework.
Using the same theoretical methods, the predicted reduction

potential of DmFc+ was obtained as −0.37 V versus SHE and
the relative redox potential of Fc0/+ versus DmFc0/+ as 0.18 −
(−0.37) = 0.57 V, which is in excellent agreement with the
experimental value reported by Torriero et al. ranging from
0.475 V to 0.589 V. We caution that we normally expect larger
errors, considering the accuracy of B3LYP functional alone.30

3.2. Gibbs Free Energy of Dissociation and Dissoci-
ation Constants. The driving force for ion pair association
can be simulated by calculating the dissociation constant,
which, in turn, can be derived from the Gibbs free energy of the
ion-pair formation reaction. We calculate the Gibbs free energy
of the ion-pair dissociation at the B3LYP-D3/6-311++G**//
B3LYP-D3/6-31+G* level. In principle, DmFc+ can also exhibit
ion pair formation. However, it has been reported that
DmFc0/+ is an order magnitude less sensitive to the choice
of electrolyte,25,45 and therefore, only Fc+ is included in the
potential-concentration dependence calculation.
From the enthalpy and entropy predicted by DFT, the Gibbs

reaction free energy change of the ion-pair dissociation is
calculated as ΔG = ΔH − TΔS. The free energies and
dissociation constants at 298.15 K are shown in Table 1. As can
be seen from the table, the Gibbs free energies of all the
dissociation reactions are positive. In turn, this means that the
Gibbs free energies of the reverse reactionsthe ion-pair
formationare negative, and we conclude that ion-pair

formation is spontaneous, and rather strongly so, in all three
chosen systems. If we compare the dissociation constants of
Fc+−FSI− with Fc+−DCA−, we find that Fc+−DCA− has a
slightly lower dissociation constant. We alert the reader that a
relative trend based on such small energy differences is not
conclusive. On the other hand, the comparison between Fc−
FSI and Fc−DCA ion-pairing energetics within the same
B3LYP-D3 model will include error cancellations which
increases the fidelity. The current results indicate that Fc+ has
a stronger interaction with DCA− than with FSI− which may be
due to the smaller size of DCA− which brings it geometrically
closer to Fc+ in the ion-pair, resulting in a stronger Coulomb
interaction.

3.3. Electrolyte Concentration Dependence of Redox
Potential. To examine the redox potential change as a function
of the supporting electrolyte concentration, we use eq 7 where
the standard-state redox potential was obtained in section 3.1,
and the concentration of the “free” redox active solute at
various electrolyte concentrations is deduced from the
dissociation constants in Table 1. In the first example system,
the redox active solute is Fc0/+, while the supporting electrolyte
is [pmpyr][FSI], and the solvent is dichloromethane. We fixed
the concentration of Fc0 and Fc+ to 2 mM, which is also the
concentration employed in Torriero et al.25 The supporting salt
([pmpyr][FSI]) concentration ranges from 0.1 to 9.0 M. The
simulated relationship is plotted in Figure 3, where, for
comparison reasons, the concentration dependence of the Fc0/+

redox potential on the [bmpyr][DCA] salt is also shown. At
low concentrations, an unambiguous logarithmic relationship is
manifested. Meanwhile, under neat conditions, the relationship
is asymptotically linear. Within the concentration range 4.0 M−
9.0 M, the redox potential−concentration data can be fitted to
two linear equations EFc = −0.0041·[FSI] + 0.41 and EFc =
−0.0041·[DCA] + 0.37, in which, [FSI] and [DCA] are the
concentrations of FSI and DCA, respectively. The correlation
coefficient R2 is as high as 0.986.
Compared to the experimental observations by Torriero et

al., our predictions are systematically 0.1−0.2 V lower and the
predicted change with concentration slightly larger. We predict
that the total change in Fc0/+ redox potential from dilute to
neat condition is 0.11 and 0.12 V in [pmpyr][FSI] and

Figure 2. Schematic illustration of the qualitative effect of ion-pair formation on the electrochemical stability window (ESW, oxidation and reduction
limit of the redox potential).

Table 1. Gibbs Free Energy Change and Dissociation
Constants Predicted at B3LYP-D3/6-311++G**//B3LYP-
D3/6-31+G* level

ion pair solvent
ΔG
(eV)

dissociation
constants

Fc+−FSI− dichloromethane 0.14 4.14 × 10−3

Fc+−DCA− dichloromethane 0.17 1.11 × 10−3

DMB+−PF6− ethylene carbonate: ethyl methyl
carbonate (3:7 volume ratio)

0.24 1.08 × 10−4
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[bmpyr][DCA], respectively, while the experimental observed
change is less than 0.07 V. Although the exact number differs,
the qualitative trend is very well reproduced. Both our
simulation and Torriero’s experiment shows that (1) the
redox potential to reduce Fc+ in [bmpyr][DCA] is lower than
in [pmpyr][FSI]; (2) the concentration dependence follows a
logarithmic relationship at low concentrations (<4 M) and (3)
the concentration dependence becomes linear at neat
conditions (≥4 M). The overall agreement with experiments
provides strong evidence that our hypothesis that the ef fective
formation of ion pairs in the electrolyte causes a change in the redox
potential through an equilibrium shif t of the concentration of the
active species is correct.
Turning to ferrocene, similarly we find that the direct

approach overestimates the influence from ion-pairing with
different anions on the solute redox potential. The calculated
reduction potentials of Fc+−FSI and Fc+−DCA are 0.02 and
0.24 V, respectively. The difference between the two is up to
0.22 V, while experimentally it is only 0.05 V (0.568 V vs 0.564
V).25 Moreover, the relative order is wrong: the direct ion-pair
ionization potential predicts the redox potential of Fc+−DCA
reduction to be higher than Fc+−FSI reduction; however,
experiments exhibit a lower Fc0/+ redox potential for [bmpyr]-
[DCA] as compared to [pmpyr][FSI]. However, as shown in
Figure 3, the IPE scheme proposed here predicts the correct
order of the Fc0/+ redox potentials in [bmpyr][DCA] vs
[pmpyr][FSI]. In effect, because the Fc+−DCA ion-pair
exhibits a smaller dissociation constant, it suppresses the
population of “free” Fc+, resulting in a lower redox potential.
Comparing to other proposed methodologies, the proposed

IPE model presents an improvement to directly adopting the
redox potential of ion pair as the final redox potential3,10−12 by
taking into account the specie (ion-paired or free) that is
reduced/oxidized as well as the shift in equilibrium of the
electrolyte species. As compared to Seto et al.,22 in which the
effect of the ion-pair was entered indirectly through the
dielectric constant of the composite electrolyte, we find two
improvements: (i) the linear asymptotic trend at neat
conditions is obtained and (ii) the strong dependence on the
dielectric constant is removed. Indeed, Seto et al. confirm that
the dielectric constant ε remains poorly understood and was
assumed to be larger than that of the solvent.

It should be noted that our model still contains several
approximations. (1) The chemical activity coefficients γ are
taken as constant at 1.0. At high concentrations, this will no
longer hold and indeed our predictions at high concentrations
retain some logarithmic character rather than the correct linear
relationship, which we believe originates from the constant
activity coefficients. However, an adjustable set of activity
coefficients is straightforward to incorporate. (2) The model
does not correct for the basis set superposition error
(BSSE).46−48 In principle, it can be corrected by the
counterpoise method (CP)47,49 and other similar approaches.50

(3) The choice of continuum solvation model provides a
potential bias. In this work, we employed a solvent interface
constructed at the van der Waals surface (vdW). An alternative
approach would be to use a solvent accessible surface (SAS).
However, there is no report showing that SAS performs
systematically better than the vdW surface. On the other hand,
the vdW surface may favor a too tight solute−solvent interface,
especially for small molecules, which may overstabilize the free
ion compared to the ion-pair. As a result, it may overestimate
the dissociation constant and underestimate the effect on the
redox potential. Fortuitously, errors from items 2 and 3 operate
oppositely to each other and we expect a partial cancellation.
(4) In some cases, the implicit solvent model may be
insufficient, and a more sophisticated solvent model should
be employed. In such events, the current proposed framework
is straightforward to extend using other models for obtaining
the Gibbs free energies. Furthermore, we emphasize that the
IPE model assumes chemical equilibrium. Hence, dynamic
effects, such as diffusion and charge transfers are not taken into
account. (5) In the case of organic molecules, for example,
DMB0/+, the decomposition and side reactions can also play an
important role in reduction potential,51 and we emphasize that
such effects are not considered in the current model.
In addition to the above approximations, errors can originate

from the B3LYP itself. The error in reaction energy can be
quite large, up to 0.8 eV, if, for example, a covalent bond change
is involved.52 However, in ion-pair formation/dissociation
processes, the main contributions derive from electrostatic
and van der Waals (vdW) interactions which are typically of
much smaller magnitude. To capture the delicate change in
these noncovalent interactions, we employed Grimme’s
dispersion correction32 which has been shown to exhibit a
mean absolute deviation (MAD) of 0.02 eV for the binding
energy of the S66 noncovalent interaction benchmark set.53

Compared to the magnitude of the dissociation energies
obtained in this work (∼0.1−0.2 eV), the estimated error bar is
tolerable.
In summary, the IPE model exhibits very good agreement

with experimental results, both qualitatively as well as
quantitatively. It confirms our initial hypothesis that the ion-
pairing influences the redox potential of a solution through the
available equilibrium population of the redox active specie (ion-
paired or free).

3.4. Application to Battery Redox Shuttle and Organic
Redox Follow Batteries. Finally, we apply the proposed IPE
approach to an electrolyte system other than the ferrocene-
based one. An extensively studied redox active solute is 2,5-di-
tert-butyl-1,4-bis(2-methoxyethoxy)benene (DBBB)8,44 which
has been suggested as a candidate for battery redox shuttles and
nonaqueous redox flow batteries. However, its redox behavior
as a function of the concentration of the supporting electrolyte
has not been studied, neither experimentally nor computation-

Figure 3. Dependence of the Fc0/+ redox potential on the
concentration of [pmpyr][FSI] and [bmpyr][DCA]. For both
electrolytes, dichloromethane is used as the solvent and DmFc0/+ is
used as the reference electrode. Dash lines indicate the linear fitting of
the redox potential versus the ionic liquid concentration ranging from
4.0 M to 9.0 M.
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ally. Here we present our approach on a simplified molecule,
2,5-dimethyl-1,4-bis(2-methoxy)benene (DMB), as a very
similar alternative and proxy to DBBB. The structures of the
DBBB and DMB are shown in Figure 1. The original electrolyte
as used in ref 44 is employed: LiPF6 solvated in a mixture of
ethylene carbonate (EC) and ethyle methyl carbonate (EMC)
with a 3:7 volume ratio. The redox potential to oxidize DMB0

to DMB+ was calculated at the B3LYP-D3/6-31+G* level,
yielding 4.34 V vs Li/Li+. The result should be compared to the
experimental value (3.93 V vs Li/Li+).8,44 Following the
proposed approach we calculate the dependence of the
DMB0/+ redox potential as a function of the LiPF6
concentration. The result is shown in Figure 4a where we
observe that the redox potential changes by 0.12 V within the
concentration range 0.1 to 9.0 M, similar to the ferrocene
system.

In the context of ion-pair formation, the redox potential is no
longer simply linked to the initial concentration of the redox
active solute via the Nernst equation. To further explore the
concentration dependence behavior, we fix the LiPF6
concentration and vary the DMB0/+ concentration to calculate
the redox potential of DMB with different initial DMB0/+

concentrations. The initial concentrations of DMB0 and DMB+

are set to be the same in the simulation. Interestingly, a titration
curve style relationship (see Figure 4b) is found. At the
beginning (≤0.05 M) the redox potential changes very slowly.
The change rate suddenly increases when the concentration
approaches 0.1 M, which equals the LiPF6 concentration used
in the simulation. At high concentrations (>0.5 M), the change
rate decreases again. As can be seen from the figure, the total
potential change during the entire concentration range occurs
mainly near the equivalence point (e.g., equal concentrations of
salt and DMB+) of the DMB+−PF6− ion-pair formation. Such
information provides an opportunity to tune the redox
potential of active molecules in the optimization of redox
shuttles and redox flow batteries.

4. CONCLUSIONS
We demonstrate a new computational scheme to simulate the
dependence of a solute redox potential on the supporting
electrolyte concentration. This ion-pair equilibrium scheme
postulates that the ion-pair formation changes the available
amount of the active redox solute and as a consequence
changes the redox potential of the solution. Using the
methodology, we compare our results to two existing
experimental studies: ferrocene25 and benzoquinone,22 and
find that the agreement is improved as compared to previously
proposed methods. A logarithmic behavior on the redox
potential is obtained at low salt concentrations, while under
neat conditions, the relationship is asymptotically linear.
Examining the maximal impact of ion pair formation, we find
that equal concentrations of the salt and active redox specie is
recommended. The proposed scheme improves our under-
standing of the impact of ion-pairing on redox active species in
solution and can, for example, be used to tune the redox
potential by changing the concentration of the supporting
electrolyte.
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